Introduction

Last year, Ben Bernanke published a blockbuster paper whose importance to the emerging field of law and macroeconomics would be hard to overstate. Titled *The Real Effects of Disrupted Credit: Evidence from the Global Financial Crisis*, the paper gets to a vital threshold question for financial stability policy: through what channel or channels do financial crises crush the real economy? Bernanke pits what he calls the “household leverage” narrative of the Great Recession of 2007 to 2009 against what he calls the “financial fragility” narrative. His empirical analysis comes down firmly on the side of the latter narrative.

In this Article, I use Bernanke’s blockbuster as a springboard to make several points that are germane to law and macroeconomics as a field of study. First, understanding acute macroeconomic disasters should be central to this field. It has been said that the Great Depression gave birth to macroeconomics. Law and macroeconomics is likewise the product of a macroeconomic catastrophe: the Great Recession. Sharp contractions in output and employment are a source of incalculable human costs and are politically destabilizing. Better understanding their causes and cures remains as urgent as ever.

Second, Bernanke’s paper is a great example of what lawyers and legal scholars can learn from macroeconomists. If the legal and regulatory system is to respond effectively to macroeconomic calamities, it must be attuned to their inner workings. My focus here will be on using the legal and regulatory system to prevent acute macro disasters from happening in the first place rather than on using regulatory levers to apply macroeconomic stimulus once a crisis has already
hit. It seems to me that both of these topics belong within law and macroeconomics. 4

There can be no question that some legal and regulatory frameworks are better than others when it comes to preventing macroeconomic disasters. Gary Gorton has noted that the U.S. financial system and economy enjoyed a long Quiet Period from the early 1930s until 2007. 5 This period was not free from financial crises in a generic sense; the bank and thrift debacle of the 1980s led to the failures of over 2,600 U.S. depository institutions holding over $700 billion in combined assets. 6 Bernanke’s own famous early-career research on the Great Depression might have led one to expect the 1980s debacle to trigger a severe macroeconomic slump. He had posited that widespread bank failures destroy established information-rich credit relationships that can’t be quickly replaced by alternative credit channels, leading to lower overall spending. 7 Yet the bank and thrift debacle of the 1980s was followed by only a mild, garden-variety recession. Why was that crisis so benign, macroeconomically speaking? In my view, legal scholars have remained too agnostic on these matters—though there are exceptions. Different theories about how financial crises produce macro disasters point to very different lines of legal and regulatory analysis. Lawyers can learn a great deal from macroeconomists on these questions. I explore these issues in Part II.

Part III flips the script and asks what macroeconomists can learn from legal experts when it comes to preventing sharp macroeconomic contractions arising from the financial sector. Obviously, lawyers can help nonlawyers think about legal and regulatory design. But I want to say something more than this banal observation. I argue that legal experts might help macroeconomists think about the problem of acute macro disasters more from the standpoint of legal-institutional engineering. Bernanke’s paper adds to a large and convincing body of literature identifying systemic runs or “panics”—widespread redemptions of the financial sector’s very short-term or demandable debt—as a crucial cause or amplifier of acute macroeconomic contractions. Here is where legal thinkers can come in. Anglo-American banking law has almost always sought to confine this distinctive funding model to one or more specially chartered “banks.” In other words, banking law has always attempted—with varying degrees of success over time—to restrict entry into money augmentation. 8 This is a structural rule. It’s
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what stands in the way of the anarchy of free banking, as I describe below. And this feature of banking law necessarily involves interfering with private law—the background rights and duties of individuals and private entities in relation to one another. I have argued elsewhere that modernizing this longstanding structural legal tool is a prerequisite to effective macro disaster-prevention. Legal experts, I submit, can help macroeconomists and others expand their vision to this possibility because they are accustomed to crafting legal systems that override the background rules of private law. To take one example, bankruptcy law rests on abrogating creditors’ existing private-law entitlements. The basic point is that the funding model in question need not be taken as an immutable given; it can be structurally confined to a dedicated institutional apparatus. Legal experts might be able to see this more clearly than others.

Part IV concludes with some final thoughts on monetary system design. Money is central to macroeconomics, so it stands to reason that the law of money should be central to law and macroeconomics.

II
SYSTEMIC RUNS AND MACRO DISASTERS (WHAT LAW CAN LEARN FROM MACRO)

Bernanke’s blockbuster paper focuses on the Great Recession in the United States. He describes two main contending narratives. One of them is the household leverage narrative, which focuses on the buildup of household debt during the real estate boom of the early 2000s. When the real estate boom went bust, household wealth took a hit, leading to declines in consumer spending and

10. Some experts subscribe to neither narrative. Economists of a neoclassical persuasion have doubted that financial factors had much if anything to do with the Great Recession. For example, in late 2008 several neoclassical economists, harshly critical of the government's financial stabilization program then underway, wrote that "[i]t is difficult to see how disruptions in financial markets will directly affect investment decisions by a typical firm." V.V. Chari, Lawrence Christiano & Patrick J. Kehoe, Facts and Myths about the Financial Crisis of 2008 (Fed. Reserve Bank of Minneapolis, Working Paper No. 666, 2008). A few months later, as output was plummeting, Nobel Prize winner Edward Prescott suggested that governmental intervention was to blame: "I think the financial crisis has been greatly overstated as a problem. [It has] had virtually no consequences for the real economy . . . . With benign neglect the economy would have come roaring back quite quickly." Interview by Tom Keene, Bloomberg, with Edward C. Prescott (Mar. 30, 2009), quoted in Brad DeLong, Do Chicago Economics Nobel-Prize Winners Live in the Consensus Reality?, BRAD DELONG'S GRASPING REALITY (Sept. 27, 2009), https://www.bradford-delong.com/2009/09/do-chicago-economics-nobel-prize-winners-live-in-the-consensus-reality.html [https://perma.cc/6RMG-EHU2]. See also Casey Mulligan, The Redistribution Recession: How Labor Market Distortions Contracted the Economy (2012) (arguing that redistributive public policy was the main culprit behind the Great Recession); Lee Ohanian, The Economic Crisis from a Neoclassical Perspective, 24 J. ECON. PERSP., no. 4, Fall 2010, at 45, 55–61 (questioning whether financial factors played much of a role in either the Great Recession or the Great Depression).

lower aggregate demand. In this narrative, the residential real estate boom and bust coupled with high household debt loads were the proximate causes of the macroeconomic contraction known as the Great Recession.

The other narrative is what Bernanke calls the financial fragility narrative. This narrative focuses on the systemic run or panic in wholesale funding markets, and resulting fire sales of financial assets, in the 2007 to 2009 period. Unlike the household leverage narrative, it focuses on the financial crisis proper. Runs and fire sales choked off the supply of new external financing throughout the economy, leading to a sharp contraction in output.

Bernanke acknowledges that the two narratives are not mutually exclusive. And they overlap to some degree; events in the real estate and mortgage markets clearly triggered the systemic run. Still, they are distinct stories. The household leverage narrative omits the financial crisis proper as a driver of the macroeconomic contraction. It is a story about decreased consumer spending due to a wealth effect. It implies that the macroeconomic contraction would have been just as bad, or nearly so, even if the systemic run had somehow been avoided. The financial fragility narrative is very different. It’s about a disruption in the supply of external financing occasioned by the systemic run. Lack of financing torpedoed the economy. This is not a story about wealth effects. Rather, the financial fragility narrative posits that the systemic run itself was a crucial driver of the contraction; had the systemic run somehow been avoided, the recession would have been far milder.

Bernanke contends that the financial fragility narrative explains the Great Recession much better than does the household leverage narrative. His argument is basically about timing. He compares the ability of balance sheet factors (such as ABX indexes, real estate investment trust stock prices, bank credit default swap spreads) versus panic factors (such as London Interbank Offered Rate-Overnight Indexed Swap spreads, asset-backed commercial paper
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(ABCP) spreads, corporate bond spreads) to forecast monthly macroeconomic indicators over the period 2006 to 2012. Bernanke writes:

I find that factors most strongly associated with the financial panic—the run on short-term funding and the panic in securitization markets—are also by far the best predictors of adverse economic changes in a range of [monthly] macroeconomic indicators, and that ending the panic is likewise associated with relative economic improvement. The macroeconomic forecasting ability of factors associated with housing and mortgage quality is much more modest.21

In other words, the systemic run was what made the Great Recession great: “The finding of the centrality of the panic helps to explain why the recession, which looked moderate in its early stages, became so deep.”22

Bernanke devotes a portion of the paper to describing the mechanism by which he thinks systemic runs affect the real economy. Runs on the financial sector’s short-term debt require financial institutions to dump financial assets in fire sales.23 The market becomes saturated with these assets, whose prices become depressed. The important thing to understand is that these fire sales lead to reduced supply, and spiking cost, of new credit. Elevated yields on secondary market assets become the hurdle rate for newly-originated financing in the primary credit markets. New credit becomes very hard to get for consumers and businesses alike. In a separate blog post about the paper, Bernanke calls this a “panic-induced credit crunch.”24 The dearth of new credit causes a contraction in overall economic activity: for a time, individuals and businesses can’t get new financing for consumption or investment. Other economists have sketched versions of this causal mechanism before.25

Pioneering empirical studies by Atif Mian and Amir Sufi lend support to the other narrative, the household leverage narrative. “The dramatic loss in wealth of indebted home owners is the key driver of severe recessions,” they write.26 With respect to the Great Recession, the heart of their case rests on a zip code-level analysis of household leverage, spending, and employment.27 They find that in 2008 and 2009, spending fell more in counties with larger declines in housing
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net worth than in counties with smaller declines. Further, the decline in jobs catering to local demand was larger in counties with larger declines in housing net worth; by contrast, the decline in jobs catering to national demand was spread evenly across counties.

It remains an open question, however, just how responsible the housing net worth channel was for the decline in aggregate employment in the Great Recession. Mark Gertler and Simon Gilchrist, prefiguring Bernanke’s paper to some degree, note that the common slowdown in nonconstruction employment growth across regions in late 2007, as well as the dramatic acceleration in employment decline across regions right when Lehman failed, are not easily explained by the pattern of house price declines but match up very well with broad indicators of financial distress. The authors then use both cross-sectional and time series analyses to “disentangle the relative contributions” of the household balance sheet channel and the financial disruption channel to the decline in employment in the Great Recession. They conclude that the financial disruption channel had a significantly larger impact and that “the recession would have been far milder in the absence of the financial turmoil.”

Although he doesn’t mention it in his paper, Bernanke’s argument about the singular importance of the systemic run or panic in driving the macroeconomic downturn of 2007 to 2009 links up with a longstanding theme in macroeconomic scholarship. Walter Bagehot wrote in 1873 that panics pose a “great danger” to the “industrial system.” He distinguished panics from speculative booms and busts in asset prices (the “inevitable vicissitudes of the market”) which he viewed as more benign. Milton Friedman and Anna Schwartz sounded a similar note in their seminal study of nearly a century of U.S. monetary history. “Banking panics,” they concluded, “have occurred only during severe contractions and have greatly intensified such contractions, if indeed they have not been the primary factor converting what would otherwise have been mild contractions into severe ones.” Schwartz later said systemic runs or panics are what distinguish “real” from “pseudo” financial crises. In her typology, the collapse of a debt-fueled bubble, standing alone, would fall in the pseudo category. Gary Gorton similarly equated financial crises with panics, or situations in which “holders of
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short-term liabilities . . . [refuse] to fund ‘banks.’” 38 He was critical of more
generic concepts of financial crisis or “systemic event,” which he viewed as too
vague. 39 He suggested that the absence of panics in the United States from 1934
until 2007 largely explains the absence of true macroeconomic disasters in that
period. 40 

In a painstaking empirical study, Andrew Jalil analyzed U.S. banking
panics—“run[s] to convert deposits into currency”—prior to the Great
Depression and found that major banking panics had large, rapid, and highly
persistent negative effects on output. 41 Jalil estimated that output declines by
roughly ten percent in the year following a major banking panic. 42 Systemic runs,
he concluded, have been “a primary source of business-cycle fluctuations
throughout US history.” 43 

The role of banking panics in propagating the Great Depression remains a
subject of debate. Friedman and Schwartz argued that the banking panics of the
early 1930s bore primary responsibility for the Great Depression in the United
States. Subsequent research on the Depression has stressed the causal role of the
international gold standard, but these two explanations are complementary, 44 and
they both implicate monetary system design. Bernanke in 2002 described
Friedman and Schwartz’s achievement as “nothing less than to provide what has
become the leading and most persuasive explanation of the worst economic
disaster in American history.” 45 Banking panics may also bear substantial
responsibility for the Great Depression in other countries. Recent research
suggests that banking panics in France in 1930 and 1931 led to a massive credit
 crunch and were major drivers of its Great Depression. 46 The close association
between systemic runs or panics and acute macroeconomic disasters can also be
seen in the experience of Sweden and Finland in the early 1990s. Both countries
experienced systemic runs on their financial sectors, which had become heavily
reliant on money-market, short-term, debt. 47 The systemic run on these firms was
a proto-shadow banking panic. The Swedish run involved “marknadsbevis,”
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A credit crunch ensued—apparently another example of a panic-induced credit crunch. Both countries’ economies promptly tanked, with falling real income and soaring unemployment. The non-employment rate rose by ten percentage points in Sweden and fifteen percentage points in Finland.

I have argued before that Japan’s experience in the 1990s may provide yet another powerful, and somewhat neglected, example of a panic-induced credit crunch slamming the real economy. Japan’s economic slump starting in the 1990s is typically seen through a balance sheet lens: a collapsed asset-price bubble coupled with high debt loads led to lower spending. However, while Japan’s massive bubble in stocks and real estate burst in 1990, the economy didn’t fare too badly in its aftermath. As Adam Posen has noted, Japan’s problems in the early part of the 1990s were “far milder than is commonly recognized.” It was not until late 1997 that Japan’s economy took an abrupt turn for the worse. A confluence of events likely precipitated the 1997 downturn. A number of analysts have pointed to contractionary fiscal policy, which no doubt played a role. But the broader Asian financial crisis—which was orthogonal to Japan’s debt-fueled bubble—also hit Japan at that time, and it precipitated a severe shadow banking panic. When a small securities firm failed in late 1997, it was “the first default ever in Japan’s money market” and led to a systemic run that “radically reduced the provision of credit to market participants and shrank liquidity throughout the financial system.” The default “paralysed the entire interbank market” and in short order “it was as though the financial system was starting to melt down.”

48. See id. at 90 (“This was a sort of ‘run’; rather than actively running to the bank to withdraw deposits the holders of maturing marknadsbevis, otherwise routinely reinvesting, now refused renewed funding in the face of an imminent bankruptcy risk. The crisis spread to the whole market for marknadsbevis, which dried up in a couple of days . . . . The crisis also spread to other segments of the money market with sharply increasing spreads between t-bills and certificates of deposit.”). See also Stefan Ingves & Göran Lind, Stockholm Solutions, 45 FIN. & DEV. 21, 22 (2008) (“In the Swedish crisis, finance companies played a role similar to that of [Structured Investment Vehicles].”).
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Financial sector short-term funding spreads spiked sharply, as did corporate bond spreads. This was no minor event; Romer and Romer recently constructed a new series on financial distress in twenty-four Organisation for Economic Co-operation and Development countries for the 1967 to 2007 period and found that Japan’s 1997 to 1999 experience was by far the worst episode of financial distress—and the only extreme crisis—in their entire sample before 2007. True to form, Japan’s shadow banking panic set off a severe credit crunch, and macroeconomic contraction immediately followed. Quite possibly, Japan’s experience in the 1990s was as much a panic story as a balance sheet story!

Some analysts have doubted that systemic runs or panics, which are brief events, can explain protracted macroeconomic slumps. But why shouldn’t we expect severe negative shocks to have long-lasting or even permanent effects on the economy? When the economy gets pushed into a deep enough ditch, it may have trouble climbing out, and monetary and fiscal stimulus may not offer an easy escape. There is no assurance that the economy will return to its previous trendline when the panic subsides. James Tobin followed John Maynard Keynes in questioning “the efficacy of the economy’s natural market adjustment mechanisms in restoring full employment equilibrium, once a negative real demand shock had pushed the economy off that equilibrium.” Tobin conceived of the problem as a kind of economy-wide coordination failure: output is constrained by demand for goods and services; demand for goods and services is constrained by employment; and employment is constrained by output. So an economy can get stuck on a lower trajectory after a big negative shock.
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This is not to say that high household debt loads might not be an obstacle to recovery after a deep contraction, just that there are other possible obstacles: intrinsic features of the economic system may hinder a return to full employment, even with the aid of stimulative public policy. In that case, preventing severe negative shocks in the first place becomes even more important. As noted above, Andrew Jalil’s research on nineteenth century U.S. banking panics shows that severe panics invariably set off prolonged slumps. In some cases, trend output growth was slower after the panic-induced recession than before, suggesting permanent damage. Given the primitive state of consumer credit markets in that era, it seems unlikely that household debt loads were to blame.

The propensity of financial crises to produce macroeconomic calamities is the main reason we care about financial crises in the first place. And if preventing macroeconomic disasters is the raison d’etre for financial stability regulation, understanding the transmission channels that are the focus of Bernanke’s blockbuster paper is paramount. This means deconstructing crises into their component parts and asking where most of the damage comes from. Too often, analysts lump various phenomena into a broad and generic conception of financial crisis. The financial crisis, taken as a whole, then becomes the unit of analysis and the thing to be prevented. This inevitably draws attention away from the systemic run or panic and toward the various excesses that preceded it. I think legal analysts are especially prone to this error. Bernanke—like Bagehot, Friedman and Schwartz, Gorton, and others—instead asks us to disaggregate, to treat the panic itself as a distinct event.

One final point on what legal professionals and scholars can learn from macroeconomists: we can learn to think more clearly about what types of instruments or claims function as money—and what it means for something to function as money. Assets that are readily used for payments are obviously money, but many macroeconomists have favored a somewhat broader definition. Friedman and Schwartz declined to limit their conception of money based on what they called “a priori considerations,” such as use in payments. Instead they saw varying degrees of what they called “moneyness” in different assets. John Hicks said the same thing a quarter century earlier: “Bills of short maturity . . . [are] not quite perfect money, but still very close substitutes for it,” he wrote. “The rate of interest on these securities is a measure . . . of their imperfect ‘moneyness.’” Henry Simons opined that “short-term debts . . . are . . . closely

---

64. See Jalil, supra note 41, at 328 (finding that panics had large effects on output and that panic-induced downturns “differed substantially” from other downturns).
65. Id. at 326–27.
67. Id. at 111.
68. JOHN HICKS, VALUE AND CAPITAL 163 (2d ed. 1946).
69. Id.
akin to money and demand deposits.” As Keynes suggested we “treat as money” debt instruments with a maturity not “in excess of three months.”

More recently, a number of top economists and other experts have emphasized that the financial sector’s short-term debt has a distinctly monetary character. Gary Gorton refers to various types of financial sector short-term debt as “forms of money” and “private money.” Jeremy Stein says that the financial sector’s short-term debt obligations are “private money” and offer “monetary services” and that they have “money-ness.” John Cochrane says “short-term debt is money.” In a 2016 speech, the Federal Reserve’s Daniel Tarullo observed that such short-term debt instruments exhibit “features sometimes characterized as ‘money-like.’” Their “private creation,” he said, “is, at least to some degree, the creation of money outside of the operations of central banks or of depository institutions subject to reserve requirements and other regulations.”

Is this stuff really money? In one sense the debate is semantic, but the conceptual stakes are still high. I recently learned that matter can occupy an intermediate phase between liquid and gas, called a supercritical fluid. It is neither liquid nor gas, or both liquid and gas, depending on how you look at it. A supercritical fluid has density and solvating properties resembling those of a liquid, but its diffusivity and absence of surface tension are characteristic of gases. Supercritical fluids can also be tuned to be more liquid-like or more gas-like by altering temperature and pressure. Cash equivalents, I submit, are the supercritical fluid of financial instruments, sitting between bonds and cash. They are not a medium of exchange, but owing to their extremely low credit risk and extremely low interest-rate risk, they have a very stable value in relation to the medium of exchange. In a world where prices are sticky in the short run, this
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stable-price feature of cash equivalents imparts “moneyness” to them. And this moneyness is empirically visible at the very short end of the yield curve. Recognizing this, accounting standards classify high quality debt instruments with maturities of three months or less as “cash equivalents,” and central banks have long grouped many of these instruments in their broad measures of the money stock.

Cash equivalents are always very simple: they are basically zero-coupon IOUs, the most primitive financial instruments in existence. Simplicity may actually be essential to moneyness. Otherwise these instruments would need to be carefully investigated, which would defeat the purpose. Fortunately, this inherent simplicity may ease the task of institutional engineering, which I discuss next.

III

INSTITUTIONAL ENGINEERING (WHAT MACRO CAN LEARN FROM LAW)

Bernanke concludes that his analysis provides retrospective justification for the U.S. government’s unpopular financial rescue in the 2007 to 2009 period, which he played a big role in executing. He contends, correctly I think, that the rescue forestalled an even bigger macroeconomic catastrophe. Prospectively, he stresses the need to maintain the government’s “firefighting tools” to equip future Ben Bernankes to do it again. Apart from that, he offers a somewhat bland call for “continued vigilance in ensuring financial stability.”

This is a missed opportunity—and an area where legal thinkers might be able to offer some insights. Suppose it’s true that systemic runs or panics are a major source of macroeconomic catastrophes: they are the main danger the financial system poses to the broader economy. Suppose also that systemic runs or panics are specific to private money—“financial crises are everywhere and always about short-term debt,” Douglas Diamond has said. Combining these premises leads to the conclusion that financial instability is, and always has been, mostly about private sector money creation. The problem is therefore one of monetary system design. This recognition is liberating: it suggests we are dealing with a discrete task of institutional engineering rather than an open-ended search for
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endless sources of financial instability. In fact maybe the term “financial instability” is too vague and amorphous to be useful, suggesting as it does something beyond the very particular phenomenon of runs on defaultable money-claims.

Here is one way of restating the problem in legal-institutional terms. Given some established medium of exchange, entrepreneurs can set up money-augmentation firms that hold reserves of established money and then issue larger quantities of IOUs redeemable on demand or in the very near term for that existing money. These firms’ asset portfolios typically consist mostly of nonmonetary financial assets like loans and bonds. This business model can be established using the ordinary background rules of what lawyers call “private law”—in this case, property, contract, business organizations, and, in some instances, the law of security interests. No other legal technologies are required. A pivotal threshold question for the state is whether and, if so, under what terms and conditions, to allow this business model to exist.

Anglo-American banking law has consistently answered this question with entry restriction. That is, it has sought to legally confine the activity of money augmentation to one or more specially chartered entities called banks, which are then forced to inhabit a unique institutional environment, operating essentially as franchisees of the state. Restricting entry in this way necessitates a general prohibition—the law must specify what it is that chartered banks are permitted to do, liability-wise, that is off-limits to everyone else—which has meant overriding the background rules of private law mentioned above.

Both conceptually and practically, this requires a legal definition. Just as securities law starts by defining “security,” investment company law starts by defining “investment company,” and insurance law starts by defining “insurance,” the law governing money-augmentation firms must start by defining what exactly a “money” claim is. Congress in the 1860s sought to assert federal control over money augmentation by effectively prohibiting “every
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person, firm, association . . . [or] corporation” apart from federally chartered banks from issuing “their own notes used for circulation.”91 At the time, bank notes were viewed as money but deposit accounts generally were not.92 This was a consequential oversight: deposit banking flourished and money augmentation therefore persisted outside the carefully engineered federal apparatus. Since the New Deal, U.S. federal law has said (more or less) that you need a banking charter to maintain “deposit” liabilities93—but, amazingly, “deposit” is not defined.94

This formalistic (as opposed to functional) approach has made our entry restriction law very easy to sidestep. When the money market mutual fund (MMF) industry arose in the late 1970s, the Securities and Exchange Commission (SEC) was faced with the question of whether claims on MMFs were “deposits” and thus whether MMFs were engaged in unauthorized banking. The SEC asked the Department of Justice for a legal opinion on the matter. The Department of Justice opined in essence that MMF shares are not deposits because they are equity, not debt—a formalistic and superficial analysis.95 The Department of Justice failed to recognize that MMFs arose precisely to create deposit substitutes. MMFs of course would later prove just as unstable as uninsured bank deposits. At the peak of the 2008 financial crisis, prime institutional money funds suffered a massive run, prompting the U.S. government’s single largest rescue commitment of the crisis—$3 trillion.96

I have argued elsewhere that it is hard to see how financial stability policy can be effective without modernizing and fortifying entry restriction into the business of money augmentation.97 The alternative is free banking or free entry into
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94. “Deposit” is statutorily defined for deposit insurance purposes but not entry restriction purposes. See 12 U.S.C. § 1813(l) (2012) (providing the current statutory definition for a deposit). That definition would not help for entry restriction anyway, because it defines deposit as “money or its equivalent received or held by a bank.” § 1813(l)(1). It would be a legal circle to say that only banks can maintain deposit liabilities and to simultaneously define “deposit” as a liability of a bank.
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money augmentation. This is the system we have today. Cash equivalents have no legal status as such under U.S. law. This makes the task of regulation and supervision all but impossible; there is no compartmentalization, no structural barrier. We have effectively decided that unrestricted private money creation is a good thing. “We have regulation about the government having monopoly over currency, but we allow these very close substitutes, we think it’s good,” Ken Rogoff said a few years ago. “But maybe . . . it’s not so good.”

Banking law cannot serve a useful economic purpose if its application is not coextensive with the activity it is designed to deal with. In the last several decades, dollar-denominated money augmentation has seeped, on a massive scale, outside our system of chartered banks. Short-term repo and Eurodollar instruments are the biggest categories, in addition to MMF shares. In response, lawmakers have taken regulatory and supervisory tools originally developed for banks and applied them to myriad other types of financial institutions. The implicit justification for this expansion has been that banks are not special, that shadow banks pose the same sorts of problems that banks pose. Fair enough, but the specialness of banks is itself a policy choice—and entry restriction is the legal means through which that choice is made. If banks alone were permitted to engage in money augmentation, banks would be special! And there is more at stake here than systemic runs and macroeconomic disasters. The business of money augmentation also implicates issues of monetary control as well as the prospect of private capture of seigniorage.

Legally restricting entry into money augmentation, on a functional basis, would require overriding the background rules of private law. The funding model in question—the use of large quantities of short-term or demandable debt, continuously rolled over, to fund portfolios of financial assets—would need to be legally prohibited outside the chartered banking system. But lawyers should be comfortable with this sort of structural rule. All sorts of bedrock legal institutions override the standard rules of property and contract. I mentioned one above: bankruptcy law vetoes the operation of standard creditor remedies that would otherwise be available under commercial law. The whole field of bankruptcy thus rests on abrogating creditors’ background legal entitlements. A less obvious example is the law of business organizations; according to one prominent theory, the most basic function of organizational law is to override the “background rules
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of contract and property law” that would otherwise give business owners’ personal creditors a claim on business assets pari passu with business creditors.104 Another example is the legal attribute of negotiability, which overrules the fundamental property law principle nemo dat qui non habet (you cannot transfer what you don’t have).105 Similarly, the legal principle of common carriage overrules standard property entitlements by disallowing owners of certain resources from charging different prices to similarly-situated users.106 Perhaps it should not be surprising that the law of money—like other core legal institutions of a market economy, such as bankruptcy and antitrust—should be fundamentally built on restricting the domain of property and contract entitlements. Lawyers should be quite comfortable with imposing these sorts of structural limits on the scope of private law. Lawmakers do this all the time.

Another thing lawmakers do all the time is draw a dividing line along a continuum. There is no sharp dividing line between money and bonds, as we have seen. But this should not be treated as an obstacle to entry restriction. The basic task of entry restriction would be to say that no one apart from chartered banks may use the distinctive and identifiable funding model we associate with banking, a key feature of which is the use of large amounts of short-term or demandable debt that is continuously rolled over. What counts as short-term must therefore be legally specified. Empirical evidence from the U.S. Treasury security market shows that money-ness is highly concentrated at the very short end of the yield curve, at maturities of six months or less.107 Whether we choose six or nine or twelve months probably would not matter very much; that’s the right neighborhood. There is no single correct answer, but lawmakers do this kind of thing routinely: think voting ages and statutes of limitation. As noted above, accounting standards use a three-month maturity cutoff to classify something as a cash equivalent. MMF regulations limit average portfolio duration to sixty days and specify that MMFs may not own any assets with remaining maturities of greater than 397 days.108 There are countless other examples.

Restricting entry is only the first step of the institutional engineering challenge. How should entry rights be allocated? What terms and conditions should attach? What should substantive regulation of chartered banks, which would have a monopoly on money augmentation, look like? How, if at all, should their portfolios be restricted? Should their monetary liabilities, whether or not styled as “deposits,” be explicitly backed by the state? Should there be a supervisory apparatus, and what should it look like?109 Is a special insolvency
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regime needed? And so forth. I won’t delve into these questions here other than to say that, without first restricting entry, it is hard to even think about these questions coherently.

IV

FINAL THOUGHTS

Bernanke’s blockbuster paper points to fertile ground for law and macroeconomics. Legal scholars who focus on financial stability regulation need to pay careful attention to the economic research on the channels through which financial crises transmit macroeconomic devastation. By the same token, macroeconomists can learn from legal scholars on questions of legal-institutional engineering. One interpretation of economic history—one that is corroborated to some degree by Bernanke’s paper—is that private money often plays a central role in macroeconomic disasters, at least those emanating from the financial sector. The law of money encompasses the law of central banking, including such topics as administrative structure and independence as well as emergency powers. This Article has argued that the law of money must also address the interface between public monetary institutions and private law. It seems to me that these topics belong at or near the center of the law and macroeconomics research agenda.
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