The End of Intuition-Based High-Crime Areas
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In 2000, the Supreme Court held in Illinois v. Wardlow that a suspect’s presence in a “high-crime area” is relevant in determining whether an officer has reasonable suspicion to conduct an investigative stop. Despite the importance of the decision, the Court provided no guidance about what that standard means, and over fifteen years later, we still have no idea how police officers understand and apply it in practice. This Article conducts the first empirical analysis of Wardlow by examining data on over two million investigative stops conducted by the New York Police Department from 2007 to 2012.

Our results suggest that Wardlow may have been wrongly decided. Specifically, we find evidence that officers often assess whether areas are high crime using a very broad geographic lens; that they call almost every block in the city high crime; that their assessments of whether an area is high crime are nearly uncorrelated with actual crime rates; that the suspect’s race predicts whether an officer calls an area high crime as well as the actual crime rate; that the racial composition of the area and the identity of the officer are stronger predictors of whether an officer calls an area high crime than the crime rate itself; and that stops are less or as likely to result in the detection of contraband when an officer invokes high-crime area as a
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basis of a stop. We conclude with several policy proposals for courts, police departments, and scholars to help address these problems in the doctrine.
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INTRODUCTION

Every year, police officers stop and frisk millions of pedestrians on the street. One of the most common justifications they cite for these stops is that the suspect was located in a “high-crime area” (HCA). In 2000, the Supreme Court gave formal approval to that practice in Illinois v. Wardlow, by holding that a suspect’s presence in a high-crime area is relevant in determining whether an officer has reasonable suspicion to conduct a stop. In doing so, the Court sanctioned a dramatic expansion in police discretion that has impacted “almost every” case challenging the constitutionality of a stop.

Despite the importance of the decision, the Court provided remarkably little guidance on how to interpret and implement the high-crime area standard in practice. Indeed, the opinion said nothing at all about what “high-crime area” means, and the lower courts have made little progress filling the gap. As a result, officers haven’t been told how to apply the high-crime area standard—how to think about its proper geographic scope, its relevant temporal horizon, or about the kinds of crimes that are most relevant. Wardlow also said nothing about the relevant evidentiary standards for establishing that an area is high crime. In response, the lower courts have been remarkably lax in scrutinizing officers’ claims about high-crime areas. The most common approach is to defer to the


2. See infra Part III.

3. 528 U.S. 119, 124 (2000). A high-crime area, on its own, cannot establish reasonable suspicion. Instead, it can increase suspicion by providing an additional factor to other factors, or by enhancing the salience of other factors that, outside the context of a “high crime area,” may not be sufficient to justify a stop. See People v. Howard, 542 N.Y.S.2d 536, 538 (N.Y. App. Div. 1989) (holding that absent additional factors, the fact that a person is observing a location and appears to be on the lookout for something is insufficient to justify a stop and frisk).


5. See id. at 1618.
expertise of the police officer, often adopting his\textsuperscript{6} bare testimony that an area is “high crime” without additional proof.\textsuperscript{7}

In the absence of a legal definition of high-crime areas and of meaningful judicial scrutiny, police officers enjoy wide discretion to define high-crime areas however they want. The wisdom of Wardlow as a constitutional doctrine thus depends heavily on how police officers exercise their discretion while implementing it in practice.

We argue that Wardlow depends on at least three unspoken empirical assumptions. The first assumption concerns the geographic scope of a high-crime area. The few lower courts that have confronted this question have generally agreed that high-crime areas should be analyzed through a granular geographic lens—more like a street block or intersection than a neighborhood or city.\textsuperscript{8}

The second assumption is that officers’ assessments of high-crime areas are relatively accurate. There are some good reasons to question that assumption. For one thing, officers may not always be aware of actual crime rates, which can fluctuate over time. Their assessments might also be skewed by bureaucratic pressures to increase the number of stops they conduct even if they lack constitutional justification.\textsuperscript{9} And officers’ assessments of high-crime areas might also be influenced by racial and socioeconomic biases based on the characteristics of suspects and neighborhoods in which their stops take place.\textsuperscript{10}

---

\textsuperscript{6} Throughout the Article, we use “he/him” pronouns, both because the vast majority officers in the NYPD—82 percent—are men and because our data do not allow us to separate male and female officers in our analysis. See What is the Gender Breakdown of Active NYPD Officers?, CIVILIAN COMPLAINT REVIEW BD., https://www1.nyc.gov/site/ccrb/policy/data-transparency-initiative-mos.page#gender [https://perma.cc/2PP2-55W6].

\textsuperscript{7} See Ferguson & Bernache, supra note 4, at 1607 (“[T]he majority of jurisdictions . . . primarily have relied on an officer’s testimony that an area is a ‘high-crime area’ without much analysis as to the basis of that conclusion.”); see also Lenese C. Herbert, Can’t You See What I’m Saying? Making Expressive Conduct a Crime in High-Crime Areas, 9 GEO. J. ON POVERTY L. & POL’y 135, 135 (2002) (“As an eager young Assistant United States Attorney who ‘papered’ countless complaints, conducted numerous hearings, and tried a substantial number of cases, I learned how to decode police officer jargon and law enforcement terminology. One of the most commonly used—yet seldom defined—phrases was ‘high crime area.’ . . . [In court] judges rarely challenged the proffered label or required its definition. Judges never asked officers for data to support assertions that an area was high-crime.”); United States v. Montero-Camargo, 208 F.3d 1122, 1143 (9th Cir. 2000) (Kozinski, J., concurring) (“[M]y colleagues don’t even pause to ask the questions. To them, it’s a high crime area, because the officers say it’s a high crime area.”); see, e.g., State v. Morgan, 539 N.W.2d 887, 892 (Wis. 1995) (“[W]e find that an officer’s perception of an area as ‘high-crime’ can be a factor justifying a search.”); Riley v. Commonwealth, 412 S.E.2d 724, 726 (Va. Ct. App. 1992) (explaining that the officer testified that the stop took place in a “high crime area”).

\textsuperscript{8} See infra notes 85–87 and accompanying text.

\textsuperscript{9} See, e.g., Floyd v. New York, 959 F. Supp. 2d 540, 591–602 (S.D.N.Y. 2013) (“Floyd I”) (documenting live testimony, depositions, roll call recordings of supervisors, internal NYPD documents, and survey results and concluding that the most plausible explanation for a 700 percent increase in stops from 2002 to 2011 was the result of “significant pressure” on police officers “to increase their stop activity”).

\textsuperscript{10} See infra Part II.C.
The third empirical assumption concerns predictive power. Like any other Fourth Amendment factor, a suspect’s presence in a high-crime area only supports reasonable suspicion if that fact predicts, on average, whether a suspect is engaged in crime. Wardlow thus assumes that, controlling for other stated bases of reasonable suspicion, there is a higher probability that a suspect is engaged in a crime where the officer invokes high-crime area as a basis of a stop.

Nearly two decades have passed since the Supreme Court issued Wardlow, and yet we have almost no evidence about how police officers apply the high-crime area standard. We therefore don’t know whether any of these empirical assumptions are satisfied in practice.

Our goal in this Article is to evaluate Wardlow by testing its empirical assumptions directly. To do so, we use a dataset of over two million police stops conducted by the New York Police Department (NYPD) between 2007 and 2012. The data derive from forms that officers are required to complete after every stop. The forms collect rich information on suspect demographics and the precise geographic location of each stop. The data also contain anonymized officer identifiers, which allow us to observe how the same officer behaves in different areas, and how different officers behave in the same areas. And, most important for our purposes, the forms require officers to check off a series of roughly twenty boxes, indicating the bases of suspicion that justified the stop. Fortunately, one of those boxes is for high-crime areas. We merged this dataset with crime statistics and racial and demographic information on small geographic areas in New York City.

Of course, we need to be careful about how we interpret our stop-form dataset. One possibility is that it tells us about the ex ante, subjective mental state of a police officer—that is, it describes the reasons an officer believed a stop was lawful moments before he carried it out. To a limited extent, we hope we can learn something about that internal mental process, but the data face significant limitations to serve that purpose. Indeed, officers fill out the form after completing their stops and they may therefore engage in post-hoc rationalization. Still, our data may offer a very rough proxy of what officers were thinking in the moment—a proxy that’s better than anything else currently available.

Perhaps a more fitting interpretation of the stop-form data is that they describe the ex post, objective factors a police officer would use to justify a stop if he were ever asked to do so in court. This objective perspective is particularly important in the Fourth Amendment context where, under Whren v. United States,11 the officer’s subjective mental state is irrelevant in assessing whether a stop is unconstitutional. The data are well suited to illuminate that objective.

11. 517 U.S. 806, 813 (1996); see also United States v. Willis, 431 F.3d 709, 716 (9th Cir. 2005) (“To the extent the magistrate judge made the same mistake as the dissent, by finding reasonable suspicion for a traffic stop lacking based on the officer’s subjective motivations, we reverse. The parsing of police motives—as opposed to ‘articulable facts’—is precisely what Whren tells us we may not do.”) (citations omitted).
perspective. For one thing, just a few years before our data begin, the check boxes on the stop forms were created as a result of a lawsuit against the NYPD to require the department to document the bases of suspicion in every stop. For another, when a stop is challenged at a suppression hearing, officers are incentivized to give testimony consistent with the contents of their stop form. Indeed, the form is typically discoverable, which means the defense can impeach an officer whose testimony deviates from it. For these reasons, our data appear well suited for examining the objective factors—including the high-crime area factor—that an officer would raise to justify each stop.

Turning to our results, our empirical analyses provide significant evidence that none of Wardlow’s empirical assumptions are satisfied in practice. With respect to the first, our regression models suggest that officers often assess whether an area is high crime through a broad geographic lens. In many of our models, police precinct-level measures of crime (on average, four square miles) are substantially stronger predictors of whether an officer invokes HCA than measures of crime at a smaller level of geography, the census block group (.05 square miles). That’s particularly true for violent- and property-crime stops. This suggests that officers frequently apply the high-crime area standard to large geographic areas such as police precincts.

Even more important, our results also provide little support for Wardlow’s second assumption. Officers invoke HCA in 57 percent of all stops—more often than any other basis of reasonable suspicion. And, while officers invoke HCA more often in certain parts of the city than others, they frequently do so everywhere. Indeed, in 98 percent of census block groups, officers invoked HCA in at least 30 percent of stops. In other words, officers are claiming that every block in New York City is high crime at one time or another. That claim seems implausible—particularly in the “safest big city in America.”

More to the point, officers’ assessments of whether areas are high crime appear inaccurate. Despite our best efforts to predict HCA based on measures of crime at different levels of geography, temporal horizons, and crime types, our most predictive models produced an R² of just 0.01. In other words, actual crime

---

13. See People v. Rosario, 173 N.E.2d 881, 884 (N.Y. 1961) (holding that the defense is entitled to discovery of prior statements by a prosecution witness); JAMES E. MORRIS ET AL., VILLAGE, TOWN AND DISTRICT COURTS IN NEW YORK § 4:188 (2017) (“Police reports (insofar as they are written by an officer who will testify, or contain statements of witnesses), prior testimony, and notes relevant to a suppression issue are turned over as Rosario material.”); PETER GERSTENZANG & ERIC H. SILLS, HANDLING THE DWI CASE IN NEW YORK § 28:3 (2017) (“Obviously, the written notes and reports of a police officer witness constitute Rosario material.”).
rates predicted only one percent of the variation in officers’ assessments of whether areas are high crime.

If actual crime rates don’t explain whether an officer invokes HCA as a basis of a stop, what does? One partial answer is that racial and socioeconomic biases may influence officers’ determinations. When we analyze all stops together and control for local crime conditions, we find that a given officer in a given area is more likely to invoke HCA against young, Black, male suspects. When we break the data up by the type of suspected crime, we find that the higher invocation rates against Blacks is concentrated among stops for violent crime. We also find evidence that, in assessing whether an area is high crime, officers rely on neighborhood proxies, such as the racial and socioeconomic composition of residents. For example, when we analyze all stops together, across all of our models, moving a stop from an area with virtually no Black residents to an area with 100 percent Black residents is associated with a larger increase in the probability that an officer invokes HCA than moving from the single safest area in the city to the single most dangerous. This pattern appears to be concentrated in stops where the suspected crime is a violent, drug, or weapons offense.

Inter-officer disparities might also help explain when officers invoke HCA. Controlling for area of the city, roughly a quarter of officers invoke HCA in just 25 percent of stops, while another 40 percent do so over 75 percent of the time.

These results raise strong doubts as to whether the invocation of HCA has any predictive power about whether a suspect is engaged in crime. If not, the third empirical assumption of Wardlow does not hold. We examine this question by measuring the correlation between whether an officer invokes HCA as the basis of a stop and whether that stop results in a recorded “hit”—an arrest, the recovery of a weapon, or the recovery of other contraband. Our analysis here is necessarily limited because we can only observe the suspects that were stopped; we cannot observe suspects that officers chose not to stop (perhaps because they lacked reasonable suspicion). Still, our results are informative even if they are censored. For two of our three “hit” variables—arrest and recovery of a weapon—when we control for other observable bases of suspicion, we find that the probability of an arrest or the recovery of a weapon decreases when an officer invokes HCA to justify the stop. In other words, when an officer invokes HCA, the suspect is less likely to be engaged in a crime. This suggests that HCA may not be an indicator of guilt at all. It further suggests that officers may invoke HCA to manufacture the appearance of reasonable suspicion in their weakest stops. For our third hit variable—whether the officer recovered any contraband other than a weapon—we find that the probability of a hit remains the same when the officer invokes HCA.

Taken together, our findings provide empirical evidence that Wardlow may have been wrongly decided. Indeed, implementation of the high-crime area standard appears haphazard at best and discriminatory at worst. Officers call nearly every block in the city high crime at one time or another. Their
assessments of high-crime areas are only weakly correlated with actual crime rates. The suspect’s race predicts whether an officer deems an area high crime as well as the actual crime rate itself. The racial composition of the area and the identity of the officer are stronger predictors of whether an officer deems an area high crime than the crime rate. And officers may even be using high-crime area as cover to bolster the appearance of constitutional validity in their weakest stops. These findings raise important questions about whether police officers can responsibly wield the discretion granted to them under *Wardlow*.

Of course, in this Article, we only evaluate the implementation of the high-crime area standard by one department during one time period. Officers in other departments may be applying it with greater fidelity, and we cannot rule out this possibility with our data. But we ourselves are somewhat doubtful as the NYPD is one of the most organized, centralized, data-driven, and well-funded police departments in the country.

Short of reversing *Wardlow*, the courts have tools at their disposal to address some of the problems we have uncovered with the doctrine. Perhaps most simply, they could demand more rigorous data in suppression hearings to support an officer’s claim that an area is high crime. We suspect this solution would not go far enough, however, because it would only address the tiny fraction of stops that result in a criminal charge and motion to suppress. Courts could go further by developing more precise definitions about the geographic scope, temporal horizon, and kinds of crimes relevant in assessing whether an area is high crime. A more aggressive judicial approach might prohibit a department from using high-crime areas to justify stops if there is evidence its officers are systematically misapplying the standard. Police departments that do not faithfully implement the standard should not be able to use it to justify their stops.

We recognize that these proposals depart, at least to some extent, from how courts treat other factors under the reasonable suspicion analysis. Applying those other factors typically involves a highly discretionary, fact-bound inquiry based on the totality of circumstances and the common-sense judgments of the police.

15. Our data are from 2007 to 2012, before a federal court ruled NYPD’s stop and frisk program unconstitutional. See *infra* subsection I.A.
17. See Tracey L. Meares, *Programming Errors: Understanding the Constitutionality of Stop-and-Frisk as a Program, Not an Incident*, 82 U. Chi. L. Rev. 159, 175 n.81 (2015) (“[O]nly a tiny fraction of stops are ever litigated because only a few result in an arrest, let alone a trial.”). As others have noted, this is a general problem with the exclusionary rule as a remedy to constitutional violations. See, e.g., Anthony Amsterdam, *Perspectives on the Fourth Amendment*, 58 Minn. L. Rev. 349, 367–72 (1974).
18. This proposal is consistent with a recent call by Tracey Meares to review investigative stops, not as individual incidents, but instead as part of a larger organization-wide program. See Meares, *supra* note 17, at 174–76.
officer. But, perhaps, the reason that the Fourth Amendment has taken this shape over time is that there were no other options. Historically, courts lacked access to the data needed to validate how police officers invoke Fourth Amendment factors in the field. Indeed, as the Supreme Court explained in Wardlow itself:

In reviewing the propriety of an officer’s conduct, courts do not have available empirical studies dealing with inferences drawn from suspicious behavior, and we cannot reasonably demand scientific certainty from judges or law enforcement officers where none exists. Thus, the determination of reasonable suspicion must be based on commonsense judgments and inferences about human behavior.

As we try to show in this Article, that moment may be coming to an end.

Courts are not the only institutions that should reconsider how they handle the high-crime area standard. Police departments can promulgate regulations to guide officers.21 Technological innovation can also help. The Philadelphia Police Department recently gave patrol officers smart phones with information on crimes occurring in the surrounding area.22 Such devices could be used to inform officers in real time about objective crime data so that they do not need to rely on their own subjective and potentially unreliable intuitions about local crime rates. These devices could limit discretion even further by simply informing officers whether they are, at any given moment, in a high-crime area based on crime data and departmental policy.

In addition to these specific proposals, the implications of our analysis extend further—beyond the high-crime area standard—in at least two ways. First, our analysis offers a more general lesson about the response of police to different forms of judicial regulation. For example, it’s perhaps unsurprising that, once courts recognized “furtive movement” as a cognizable factor in the reasonable suspicion analysis, police began to see furtive movements everywhere.23 That concept is so vague, slippery, and contentless that any


20. 528 U.S. at 124–25.


behavior might qualify. But, in principle, the concept of a high-crime area could be operationalized in a manner that is more objective and verifiable. And yet, police officers appear able to misuse that more regulable standard too. The story of Wardlow thus teaches that, for the Fourth Amendment to impose a meaningful constraint on police discretion, the courts may need to develop more specific standards about what reasonable suspicion factors mean or, alternatively, to require that police do so through internal regulations. Leaving the definition of those factors up to line officers on the street appears to be a dangerous proposition.

Second, our findings open the door to a largely uncharted area of empirical legal scholarship on the Fourth Amendment. Indeed, officers rely on countless factors other than high-crime areas in justifying the millions of stops they conduct each year. Officers may be applying some of those factors unfaithfully as well. Our analysis is therefore just the first step. We suggest that empirical legal scholars should begin validating other bases of reasonable suspicion on which officers regularly rely. Below, we identify several methodologies that could substantially advance this research agenda.

The remainder of this paper proceeds as follows. In Part I, we briefly describe the historical development of the investigative stop and its current use in policing practice today. In Part II, we layer on the high-crime area standard, discussing Wardlow and how the lower courts have applied the doctrine. We also describe and justify the empirical assumptions of the high-crime area standard. Part III describes our data, and Part IV details the results of our empirical analysis. In Part V, we explore the implications of our findings for courts, police, and the Fourth Amendment more generally.

I.

INVESTIGATIVE STOPS

Police officers commonly invoke the high-crime area standard to justify investigative stops. In this section, we begin with a brief description of the

24. The term “furtive movements” refers to a nearly infinite number of actions which an officer might find suspicious. The term often arises in cases in that an individual is suspected of carrying a firearm. Absent more bases of suspicion, furtive movements alone do not give rise to reasonable suspicion. See, e.g., People v. Powell, 667 N.Y.S.2d 725, 727–28 (App. Div. 1998) (holding that officers did not have reasonable suspicion to frisk a suspect walking with his arm stiffly against his body in a high-crime area); People v. Fernandez, 928 N.Y.S.2d 293, 294–95 (N.Y. App. Div. 2011) (holding that an officer did not have reasonable suspicion to stop or frisk a suspect in a high-crime area whose hand was near his waist or in his sweatshirt pocket). Some courts have already expressed serious doubts about furtive movements. See, e.g., Floyd v. New York, 959 F. Supp. 2d 668, 679 (S.D.N.Y. 2013) (“Floyd II”) (“‘Furtive movements’ are an insufficient basis for a stop or frisk if the officer cannot articulate anything more specific about the suspicious nature of the movement.”).


26. See infra Part V.
historical evolution of the investigative stop and its role as a dominant policing strategy today. We then describe the basic legal framework regulating such stops and what we know about how they’re typically conducted.

A. A Brief History

Police have likely conducted investigative stops since the early days of American police departments in the mid-1800s. Back then, policing strategy was largely reactive. Officers spent much of their time conducting random street patrols and responding to and investigating crimes reported by civilians. Investigative stops were, therefore, primarily used to respond to and investigate crimes that had already occurred.

The largely reactive character of the investigative stop began to change, however, in the early twentieth century. At the time, police experts and administrators were embracing more proactive approaches to policing, which focused not only on investigating past crimes but also preventing future ones. By the 1960s, the investigative stop had already become a core crime prevention tool with regularized procedures. Police officers would stop and interrogate a

---

27. For a few early cases, see Bishop v. Lucy, 50 S.W. 1029, 1029 (1899); Gisske v. Sanders, 98 P. 43, 44 (Cal. Ct. App. 1908).
28. See Christine N. Famega, Proactive Policing by Post and Community Officers, 55 CRIME & DELINQ. 78, 80 (2009).
29. For example, in one early case, after a police officer was informed that a burglary and robbery had occurred near a particular intersection in Los Angeles, he stopped and questioned a “suspicious character... in that vicinity.” Gisske, 98 P. at 44. The language of the opinion implies that this tactic was relatively common at the time. Indeed, the officer’s right to conduct the stop was so obvious the court saw no need to provide any citation or argument for support. Id. at 45 (“A police officer has a right to make inquiry in a proper manner of any one upon the public streets at a late hour as to his identity and the occasion of his presence, if the surroundings are such as to indicate to a reasonable man that the public safety demands such identification.”). In another early case, two police officers in Austin were informed that a burglary had occurred at a brewing association. Soon after, they stopped and questioned a civilian two blocks away from the crime scene and arrested him for the burglary. Bishop, 50 S.W. at 1029. Once again, the opinion’s language gives no indication this practice was unusual at the time.
30. See, e.g., O. W. Wilson, Police Arrest Privileges in a Free Society: A Plea for Modernization, 51 J. CRIM. L. CRIMINOLOGY & POLICE SCI. 395, 398 (1960) (“It is better to have an alert police force that prevents the crime than one that devotes its time to seeking to identify the assailant after the life has been taken, the daughter ravished, or the pedestrian slugged and robbed.”). See Sam B. Warner, The Uniform Arrest Act, 28 V. A. L. REV. 315, 320 (1942) (“Every day large numbers of persons are questioned by police officers. This questioning, without immediate arrest, is essential to proper policing... A man who looks round furtively, tries the door of an automobile, steps in and seems unfamiliar with its mechanism, may or may not have a right to drive the car. Under such circumstances, a passing officer ought to question the suspicious behavior.”); Lawrence P. Tiffany, Field Interrogation: Administrative, Judicial and Legislative Approaches, 43 DENV. L.J. 389, 389 (1966) (“A common police practice, probably in all localities, is to stop and question suspects on the street when there are insufficient grounds to arrest.”); id. at 395 (“A police officer may stop and question any person... whom he may have reason to suspect of unlawful design, and may demand of him his business and where he is going... No law-abiding citizen will object to being questioned if it is done in a polite manner.”) (quoting RULES AND REGULATIONS OF THE POLICE DEP’T OF THE CITY OF PONTIAC § 230 (Jan. 1941)); Charles A. Reich, Police Questioning of Law Abiding Citizens, 75 YALE
“suspicious” individual on the street even if they lacked the probable cause required to conduct an arrest.32

Despite the expanding purpose of the investigative stop, its growth in the middle of the twentieth century was limited by at least two considerations. First, by the 1960s, the legality of the practice was unclear because the Supreme Court had not yet decided whether an investigative stop would qualify as a full-blown arrest and thus require probable cause, rather than some lower evidentiary showing.33 Second, for much of the twentieth century, experts advocated for increased police professionalism and a reduction in police discretion.34 As a result, police “managers began to focus all their training and resources on enforcing laws against serious crime,” rather than on low-level, order-maintenance offenses—like drunkenness, panhandling, street prostitution, loitering, and rowdiness.35 This new focus on serious crime likely reduced the frequency with which officers could conduct investigative stops.36

L.J. 1161, 1161 (1966) (reporting that the author had been stopped by the police nine or ten times in the last “few years” and noting that during the most recent stop the officer said “he had the right to stop anyone any place any time—and for no reason”); Meares, supra note 17, at 167 (describing Operation S, a police strategy in the 1950s, in which a designated unit in the San Francisco Police Department conducted thousands of stops annually).

32. See John A. Ronayne, The Right to Investigate and New York’s “Stop and Frisk” Law, 33 Fordham L. Rev. 211 (1964) (quoting from N.Y. Code Crim. Proc § 180-a, which authorizes the stopping and questioning of persons whom the police reasonably suspect are engaging in crime).

33. See Tiffany, supra note 31, at 395 (noting that many police officers in Chicago believed that field interrogations were arrests and were thus illegal absent probable cause); Loren G. Stern, Stop and Frisk: An Historical Answer to a Modern Problem, 58 J. Crim. L. Criminology & Police Sci. 532, 533 (1967) (explaining that police officers were “never quite sure whether a detention was constitutionally valid”). Some have argued that the common law provided police officers the power to conduct investigative stops based on a lower evidentiary standard than probable cause, but that view is disputed. See David Alan Sklansky, The Fourth Amendment and Common Law, 100 Colum. L. Rev. 1739, 1812 (2000).


35. Debra Livingston, Police Discretion and the Quality of Life in Public Places: Courts, Communities, and the New Policing, 97 Colum. L. Rev. 551, 579 (1997) (emphasis added); see also DAVID B. WOLCOTT, COPS AND KIDS: POLICING JUVENILE DELINQUENCY IN URBAN AMERICA, 1890–1940, 146–47 (2005) (“Rather than focus on maintaining public order, as urban police departments had done in the late nineteenth and early twentieth centuries, police departments came to prioritize fighting crime in the 1920s and 1930s. Rather than see their primary functions as providing general services and arresting ne’er-do-wells for disorderly conduct, police came to define their purpose more narrowly as investigating and preventing crimes against persons and property, and apprehending and punishing criminals.”). This trend was reinforced by a contemporary wave of judicial opinions that struck down many order-maintenance statutes as unconstitutionally vague. See Livingston, supra, at 598–600.

36. In 1960, police officers arrested 2.3 million people for drunkenness, disorderly conduct, vagrancy and other low-level crimes, which in total, accounted for roughly 52 percent of all non-traffic arrests in the country. See WESLEY G. SKOGAN, DISORDER AND DECLINE: CRIME AND THE SPIRAL OF DECAY IN AMERICAN NEIGHBORHOODS 89 (1990). In 1985, however, officers conducted only 1.4 million such arrests, which accounted for just 16 percent of all non-traffic arrests throughout the country. Id. This intense redirection of police resources—from low-level order-maintenance crimes to more serious offenses—restricted the reach of the investigative stop as a policing program.
Both this legal and philosophical limit on investigative stops eventually disappeared. In 1968, the U.S. Supreme Court resolved any lingering constitutional doubts in Terry v. Ohio, by holding that investigative stops do not violate the Fourth Amendment. Soon enough, the philosophical aversion against order-maintenance policing also fell away. In 1982, George Kelling and James Q. Wilson published an article in The Atlantic called “Broken Windows.” The authors argued that “minor disorder in a neighborhood, if left unchecked, . . . will result in increased serious crime, and, therefore, that eliminating minor disorder . . . will have a deterrent effect on major crime.” According to Wilson and Kelling, focusing police resources exclusively on “serious” crime was a mistake. Instead, they argued that officers should prioritize low-level, order-maintenance enforcement and that departments should deploy more officers on foot to carry out those responsibilities.

It’s hard to overstate the influence of “Broken Windows” on the use of the investigative stop. Almost immediately, departments across the country began putting order-maintenance policing into action. This trend expanded officers’ discretion to stop a larger universe of people who were engaged in low-level offenses. Indeed, police departments boasted that enforcing these low-level offenses enabled them to stop more people and thus remove more weapons and drugs from the street.

In the 1990s, the NYPD—the research site of the current study—developed an approach to order-maintenance policing that would once more transform the

37. See 392 U.S. 1, 26 (1968).
41. Livingston, supra note 35, at 583.
42. Id. at 590.
43. See, e.g., Ruben Castaneda, As D.C. Police Struggle on, Change Pays off in New York, WASH. POST, Mar. 30, 1996, at Al (“In New York, laws against so-called quality-of-life violations—graffiti, aggressive panhandling, drinking in public—are enforced not only for their own sake but also because they give officers a reason to check for drugs, weapons and outstanding warrants. That has had a ripple effect,[NYPD Deputy Commissioner Jack] Maple said. ‘People don’t carry their guns anymore, because they know they might get stopped.’”).
investigative stop, this time, through technological innovation. Under the leadership of Commissioner William Bratton, the department created COMPSTAT, a “strategic management process that use[d] computer technology, operational strategy and managerial accountability” to increase the department’s capacity to reduce crime. One core feature of the program was a cutting-edge information system that could map and analyze up-to-date crime and disorder statistics on small geographic areas of the city. To promote accountability, high-ranking department personnel would attend weekly meetings in which commanders presented crime data from their precincts and would explain the steps they were taking to reduce crime. The investigative stop—also commonly referred to as a stop, question, and frisk—was one of the main ways commanders could show they were actively working to drive down the crime rate. COMPSTAT’s focus on geographic crime measures helped the department direct its resources to areas of the city with the most crime.

The NYPD’s appetite for investigative stops after the adoption of COMPSTAT was nothing short of enormous. In 1998, just four years after the program began, the NYPD conducted roughly 140,000 recorded stops. By 2011 that number had grown to nearly 700,000 stops per year. Other cities that adopted COMPSTAT have also experienced an expansion of the practice.

In the last few years, the use of investigative stops has faced legal resistance. In 2013, well after the data in our study end, Federal District Court Judge Shira Scheindlin ruled that the NYPD’s stop and frisk program was systematically violating the Fourth and Fourteenth Amendments. The court ordered the department to reform its program under the oversight of a court-appointed monitor. Since then, the number of recorded stops in the city has...
fallen dramatically. Stop and frisk programs at a few other departments have faced public resistance as well. Nonetheless, the investigative stop continues to be one of the most important tools of police departments across the country to reduce crime.

B. Investigative Stops Today

The legal framework governing investigative stops today is well known. The Fourth Amendment of the United States Constitution is the primary source of regulation. It requires that, before conducting a stop, an officer have “reasonable suspicion” that the suspect is committing or is about to commit a crime. A “mere hunch” is insufficient; officers must base their suspicions on specific and articulable facts. These facts typically relate to the suspect’s behavior, clothing, and location. They might include, for example, casing a store, acting as a lookout, engaging in a drug transaction, concealing potential contraband, or running away from an officer. Officers might also rely on softer signals of criminal behavior, like “furtive movements” and “bulges” in clothes or a waistband.

Less is known about how investigative stops are actually carried out in practice. Much of what we do know comes from two cities—New York and Chicago—where there has been aggressive litigation regarding stop and frisk in recent years. The data from those two jurisdictions show that investigative stops fall disproportionately on people of color. In Chicago, 71 percent of recorded stops in the first half of 2016 were against Black civilians, who accounted for a
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third of the city’s population. In New York City from 2004 to 2012, our data show that 52 percent of stops were against Black civilians, who accounted for about 23 percent of the population in 2010.

In many investigative stops, the officer frisks the suspect. That’s true in about half of stops in New York City and roughly a third in Chicago. A frisk can be highly intrusive. Seth Stoughton, a former police officer, described his technique as follows:

I would slide my hand . . . over the area of [the] suspect’s body that I was searching, moving them in small circles as I did so, so that my fingertips and palms might detect any protuberance in or under the suspect’s clothing. At the same time, I would lightly clench and release my fingers . . . to shift clothing over the skin so I could ensure that I could identify items and not mistake a weapon for a seam or fold in the clothing. . . .

Stoughton describes applying that technique to each area of the suspect’s body, including the midsection, waistband, groin, buttocks, upper thigh, head, neckline, armpits, and chest.

In a substantial number of stops, officers also use force against the suspect. Our data show that, from 2004 to 2012, NYPD officers recorded using their hands—which includes slapping and grabbing—in 19 percent of all stops. A 2015 survey of Chicago residents found that 13 percent of respondents who were stopped in the previous twelve months were pushed or shoved.


60. U.S. CENSUS BUREAU, DEMOGRAPHIC PROFILE—NEW YORK CITY AND BOROUGHS 2000 AND 2010, at 1, https://www1.nyc.gov/assets/planning/download/pdf/data-maps/nyc-population/census2010/t_sf1_dp_nyc_demo.pdf [https://perma.cc/6U37-3J8T]. From 2004 to 2012, 31 percent of stops were against Hispanic persons, who accounted for about 29 percent of the population in 2010. Id. But, after controlling for local crime and social conditions, stops of Hispanics were significantly more common than stops for whites. See Floyd v. City of New York, 959 F. Supp. 2d 540, 545 (S.D.N.Y. 2013) (citing statistical evidence that “Blacks and Hispanics are more likely than whites to be stopped within precincts and census tracts, even after controlling for other relevant variables . . . even in areas with low crime rates, racially heterogenous populations, or predominately white populations”)


62. TAYLOR & JOHNSON, supra note 58, at 34.


64. Id. at 29.

sometimes use more severe forms of force. Our data show that NYPD officers reported drawing and pointing a weapon in less than 1 percent of stops. Survey data, however, suggests that officers may use weapons more frequently: respondents in the Chicago survey reported that officers drew a weapon in roughly 10 percent of stops and threatened to take out a weapon in another 6 percent.66

There is some evidence that the use of force during investigative stops falls disproportionately on people of color. A recent study by Roland Fryer, for example, found “large racial differences” for non-lethal uses of force.67 However, he found no evidence of racial disparities for lethal force.68

The vast majority of stops do not result in any further enforcement action. In New York City, for example, only 6 percent of all stops from 2004 to 2012 resulted in an arrest.69 A similar proportion resulted in a summons.70 Thus, 88 percent of stops resulted in no enforcement action, underscoring how rarely officers detect contraband.71 Indeed, officers recovered a weapon in only 1.5 percent of stops and recovered other forms of contraband in less than 2 percent of stops.72

These statistics suggest that the investigative stop constitutes an intrusive experience that is imposed largely on innocent civilians, particularly people of color. The Fourth Amendment is designed to balance the competing values of privacy and law enforcement by requiring officers to identify specific facts supporting reasonable suspicion. In the next section, we consider one of those facts in particular—high-crime areas.

II. HIGH-CRIME AREAS

The Supreme Court held in Wardlow that police officers can consider whether an area is “high crime” in determining whether they have reasonable suspicion to conduct an investigative stop.73 To be sure, this was not the first time courts had endorsed the use of crime rates in analyzing the constitutionality

66. Id.
68. Id. at 5. But see Justin Feldman, Roland Fryer is Wrong: There is Racial Bias in Shootings by Police (July 12, 2016), https://scholar.harvard.edu/feldman/blog/roland-fryer-wrong-there-racial-bias-shootings-police [https://perma.cc/S92Z-N7M9t].
70. Id. A substantial fraction of all summons are for low-level violations, rather than misdemeanor or felony crimes. Id. at 575 n.126.
71. See id. at 558–59.
72. Id. at 559.
of stops. But the prior Supreme Court cases had primarily concerned illegal immigration near the border with Mexico, not typical street crime. Moreover, those cases all arose in the 1970s, well before the meaning of an “investigative stop” had been transformed by the NYPD in the 1990s into the aggressive stop and frisk program that we see across the country today.

As we discuss in greater detail below, Wardlow left many open questions about the meaning of a high-crime area and the kinds of evidence courts should consider in applying that standard in individual cases. For the most part, the lower courts have not confronted these doctrinal questions directly. Instead, the most common approach has been to defer to the expertise of police officers without engaging in meaningful scrutiny.

A. Illinois v. Wardlow

In Wardlow, two uniformed officers working in the special operations division of the Chicago Police Department were driving towards an area of the city “known for heavy narcotics trafficking” to investigate narcotics trafficking. They were traveling in a caravan with three other police cars because “they expected to find a crowd of people in the area, including lookouts and customers.” Sam Wardlow saw the officers’ vehicle and fled in the opposite direction, clutching an opaque bag. The officers stopped and searched him and found a loaded handgun in the bag.

The Supreme Court held that the officers had reasonable suspicion to stop Wardlow. The Court acknowledged that an “individual’s presence in an area of expected criminal activity, standing alone, is not enough” to establish reasonable suspicion. But it also noted that “officers are not required to ignore the relevant characteristics of a location in determining whether the circumstances are sufficiently suspicious to warrant further investigation.” The Court thus...

74. The New York state case that defined the standards for stops also included language suggesting that the reputation of the area as a known crime location also heightened suspicion. See People v. DeBour, 40 N.Y.2d 210 (1976).
75. In one other case, the Court held that an officer had the legal authority to seize a weapon in plain sight on a suspect’s waistband, at least in part, due to the high levels of crime in the neighborhood. See Adams v. Williams, 407 U.S. 143, 147 (1972). But the Court made clear that this consideration was relevant to whether the officer, who was conducting a legal stop, had the authority to search the defendant in order to protect the officer’s safety. Id. The other cases where the Court endorsed the use of crime levels in assessing reasonable suspicion were immigration cases. See United States v. Brignoni-Ponce, 422 U.S. 873, 878–84 (1975); United States v. Cortez, 449 U.S. 411, 419 (1981). In one other case, the Court limited the significance of the high-crime area factor by holding that, on its own, the factor could not establish reasonable suspicion. See Brown v. Texas, 443 U.S. 47, 52 (1979).
77. 528 U.S. 119, 121 (2000).
78. Id.
79. Id. at 124.
80. Id.
concluded that the high crime level in the area, coupled with the suspect’s flight, was sufficient to establish reasonable suspicion.81 Rather than providing an empirical or analytical framework to evaluate the accuracy of officers’ claims regarding high-crime areas, the Court deferred to the police and their knowledge of the area’s crime rate.82

It is difficult to assess the precise size of Wardlow’s impact on subsequent Fourth Amendment case law. The courts had already considered high-crime areas in prior Fourth Amendment decisions. Moreover, it’s hard to tell in any particular case whether the suspect’s presence in a high-crime area was outcome determinative. Still, Wardlow likely had a substantial impact on focusing courts’ attention on the high-crime area factor: over 4,500 federal and state decisions have cited the opinion since it was issued in 2000.83

B. Lower-Court Interpretation of Wardlow

Wardlow provided remarkably little guidance about how to apply the high-crime area standard in individual cases. It left open two kinds of questions in particular. The first are questions about the substantive definition of a high-crime area. The second concern questions about the kinds of evidence that courts should rely on in assessing whether an area is high crime. We discuss how the lower courts have approached each of these questions in turn.

1. Substantive Legal Standard

Wardlow provided no substantive definition of a “high-crime area.” The Court thus left unanswered at least three key questions about the meaning of the concept, and about how it should be interpreted and applied in practice.84 First, the Court did not define the geographic scope of a high-crime area. Can it be as large as a neighborhood? Or must it be smaller, like an intersection or street block, or even a single residential or commercial building? Second, the Court did not explain how far back in time officers should look for evidence of crime. Are crimes that took place over a month ago relevant? What about six or twelve months ago? Third, the Court did not explain what kinds of crimes are relevant. Should we consider all crimes? Only serious ones? Only violent ones?

Most lower courts have entirely ignored the first question, which concerns geographic scope. But the few that have grappled with it have demanded a relatively narrow geographic area. In United States v. Montero-Camargo, for example, the Ninth Circuit cautioned district courts to “be particularly careful to ensure that a ‘high crime’ area factor is not used with respect to entire
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84. Ferguson & Bernache, supra note 4, at 1605–07.
neighborhoods . . . but is limited to specific, circumscribed locations.”

85. United States v. Montero-Camargo, 208 F.3d 1122, 1138–39 (9th Cir. 2000). Some police departments agree. For example, at some point after our data in this study end, the NYPD amended its investigation guide to state: “[A] ‘high crime area’ cannot be defined too broadly, such as encompassing an entire precinct or borough.” NEW YORK POLICE DEPARTMENT, INVESTIGATIVE GUIDE 15 (2015).

86. United States v. Caruthers, 458 F.3d 459, 468 (6th Cir. 2006).

87. United States v. Wright, 485 F.3d 45, 54 (1st Cir. 2007); see also United States v. Hill, 752 F.3d 1029, 1035 (5th Cir. 2014) (“This vague testimony about the ‘overall’ rise in crime in the ‘fairly large county’ tells us almost nothing about whether the police had reasonable suspicion to seize Hill at one single apartment complex, in one single town within the county.”).

88. See, e.g., Wright, 485 F.3d at 53–54.

89. Montero-Camargo, 208 F.3d at 1143 (Kozinski, J., concurring) (“One agent said he’d been involved in 15–20 stops over eight and a half years, and ‘[c]ould’n’t recall any . . . where we didn’t have a violation of some sort.’ . . . The other agent testified to ‘about a dozen’ stops in the same period, all but one of which led to an arrest. . . . Without hesitation, the majority treats this as a crime wave, but is it really? Does an arrest every four months or so make for a high crime area?’”).

90. Wright, 485 F.3d at 53–54. A few other courts have taken care to note that the area in which a stop took place has a high rate of the suspected crime. See, e.g., Caruthers, 458 F.3d at 468 (“Furthermore, the crimes that frequently occur in the area are specific and related to the reason for which Caruthers was stopped.”).
regularity.” Consistent with Cooper, courts frequently conclude that an area is high crime without any information about the frequency of the specific crime suspected by the officer.

2. Evidence of High-Crime Areas

In addition to leaving open the substantive definition of a high-crime area, Wardlow also provided no guidance on the relevant evidentiary standards. In response, the courts have been remarkably lax, accepting a variety of different kinds of evidence to support the government’s claim that an area satisfies the high-crime standard. The most common approach is to accept an officer’s bare testimony that an area is “high crime.” Indeed, courts frequently defer to such testimony without any additional information. In some cases, officers may provide slightly more information about the basis of their subjective judgment. They might, for example, explain that their judgment is based on the number of arrests they have conducted in the area or on the high volume of civilian complaints received by the department. When doing so, officers rarely specify...
the precise geographic area or time period from which their experience is drawn.97

A few courts have demanded more rigorous and objective evidence before concluding that an area is high crime.98 In *Montero-Camargo*, for example, the Ninth Circuit instructed the district courts that calling an area high crime “requires careful examination.”99 It explained that courts “must carefully examine the testimony of police officers . . . and make a fair and forthright evaluation of the evidence they offer.”100 The court further noted that “more than mere war stories are required to establish the existence of a high-crime area . . . [and] courts should examine with care the specific data underlying any such assertion.”101

Despite calling for more careful scrutiny of officers’ testimony, not even the Ninth Circuit has always followed its own instructions. As the concurrence in *Montero-Camargo* pointed out, the majority opinion itself failed to scrutinize
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the underlying data.\textsuperscript{102} Other subsequent Ninth Circuit panels have done the same. One panel accepted that an area was high crime based on one officer’s unsupported testimony that “in [his] experience as a patrol officer[,] . . . Harbor Boulevard in the vicinity of McFadden Boulevard is an area of heavy narcotics trafficking and other criminal activity.”\textsuperscript{103} Another panel was criticized by a dissenting judge for accepting the lower court’s judgment that an area was high crime even though that judgment was based exclusively on the testimony of an officer that a particular road was “located in a high-crime area.”\textsuperscript{104} Thus, even courts that demand more rigorous scrutiny of officers’ testimony often fail to conduct that scrutiny themselves.

* * *

Given the state of the case law, it’s hard to draw clear generalizations about \textit{Wardlow} and the concept of a high-crime area. The most common approach appears to be for courts to defer to the largely unsupported testimony of police officers that a particular area is high crime. As a result, courts rarely grapple with the three key questions left open by \textit{Wardlow} concerning the geographic scope, temporal horizon, and categories of crimes most relevant to the analysis. But when the courts do scrutinize officers’ testimony carefully, they appear to analyze high-crime areas through a relatively narrow geographic lens. A high-crime area appears, therefore, to be more like a street block or intersection than a neighborhood or county. It’s less clear what temporal horizon or categories of crime should be considered.

\textbf{C. \textit{Wardlow}’s Unspoken Empirical Assumptions}

Based on our reading of the case law, we believe the wisdom of \textit{Wardlow} as a constitutional doctrine depends heavily on at least three unspoken empirical assumptions about how police officers apply the high-crime area standard in practice.

The first concerns the geographic scope of a high-crime area. As we noted above, the few lower courts that have grappled with this question generally agree that officers must analyze whether an area is high crime through a granular lens:

\begin{itemize}
  \item \textsuperscript{102} \textit{Montero-Camargo}, 208 F.3d at 1143 (Kozinski, J., concurring) (“The opinion recognizes the danger in allowing the police to characterize an area as ‘high-crime’ to establish a basis for reasonable suspicion, but then proceeds to do just that, based on nothing more than the personal experiences of two arresting agents. As I discuss above, the agents didn’t even claim this was a high crime area . . . . To [my colleagues], it’s a high crime area, because the officers say it’s a high crime area.”).
  
  \item \textsuperscript{103} \textit{United States v. Sandoval}, 131 F. App’x 614, 615–16 n.1 (9th Cir. 2005) (“While the district court may not have ‘examine[d] with care the specific data underlying’ this assertion, we conclude that Officer Stys was still entitled to give this factor some weight in forming reasonable suspicion.”) (citation omitted) (quoting \textit{Montero-Camargo}, 208 F.3d at 1139 n.32).
  
  \item \textsuperscript{104} \textit{United States v. Diaz-Juarez}, 299 F.3d 1138, 1145 (9th Cir. 2002) (Ferguson, J., dissenting) (arguing that testimony claiming a certain road “was located in a high crime area” without evidence to support the officers’ observation “was a far cry from the ‘specific data’ required to support the assertion that the stop took place in a ‘high crime’ area.”).
\end{itemize}
something more like a street block or intersection or cluster of street blocks rather than a neighborhood or city.105

The second assumption is that officers’ assessments of high-crime areas are relatively accurate. There are good reasons to question that assumption. For one thing, officers may not be aware of crime rates everywhere in the city, particularly if they are expected to analyze whether an area is high crime at a low geographic level, such as an individual intersection or street block.106

Bureaucratic incentives might also skew officers’ assessments of high-crime areas. From 2002 until at least 2011, NYPD officers had significant professional incentives to increase the number of stops they conducted.107 These incentives may have led some officers to conduct stops even when they lacked reasonable suspicion, and, to justify those stops, they may have invoked high-crime area in locations that were not high crime.108

An officer’s intuition about whether an area is high crime may also be biased by legally suspect variables.109 To begin with, officers might be influenced by the suspect’s race. Prior empirical work has documented that, among suspects stopped by the police, people of color are more likely than whites to be arrested.110 The process by which officers form suspicion about Black and white suspects might also differ. One particularly relevant study followed police officers in Savannah, Georgia, and observed the process by which they developed suspicion about pedestrians and motorists.111 The authors found that, among the people the officers suspected of possible criminal behavior, suspicion of Black suspects was four times more likely than suspicion of white suspects to be based on “[n]onbehavioral” or contextual factors, such as “appearance, . . . time, and place.”112 These results suggest that officers may be

105. See supra notes 85–87 and accompanying text.

106. See DEREK J. PAULSEN & MATTHEW B. ROBINSON, CRIME MAPPING AND SPATIAL ASPECTS OF CRIME 38 (2d ed. 2004) (reviewing the empirical literature on police perceptions of the geographic distribution of crime and noting that “researchers have studied the spatial perceptions of police officers as they relate to crime patterns within a city and found that they . . . are incorrect”).

107. See Floyd v. New York, 959 F. Supp. 2d 540, 591–602 (S.D.N.Y. 2013) (documenting live testimony, depositions, roll call recordings, internal NYPD documents, and survey results, and concluding that the “most plausible explanation” for a 700 percent increase in stops from 2002 to 2011 was “significant pressure” on police officers “to increase their stop activity”).

108. See Fagan & Geller, supra note 23, at 69–81 (showing patterns in the circumstances that police officers invoke to establish reasonable suspicion in stop and frisk activities).

109. For a recent general discussion of implicit bias related to stop and frisk, see L. Song Richardson, Implicit Racial Bias and Racial Anxiety: Implications for Stops and Frisks, 15 OHIO ST. J. CRIM. L. 37, 75–78 (2017).


112. Id. at 419 (“Behavioral criteria included specific actions by citizens that were either illegal or interpreted by the officer as suspicious. One example is observing a traffic offense. Obviously, not all
more likely to rely on softer contextual factors, including local crime rates, in forming suspicion about people of color than about white people.

Officers’ high-crime assessments might also be unduly influenced by the racial, ethnic, and socioeconomic composition of the surrounding neighborhood. As the concurrence observed in Montero-Camargo, the concept of a high-crime area “can easily serve as a proxy for race or ethnicity.”

Indeed, bias among officers might lead them to consciously or subconsciously believe that people of color are more likely to commit crime, and thus, to perceive that communities of color have higher crime rates. Several prior empirical studies lend some support to this hypothesis. One study found a positive correlation between the proportion of young Black men in a neighborhood and residents’ perceptions of neighborhood crime, even after controlling for official crime rates. A second paper found that measures of neighborhood race and poverty are stronger predictors of residents’ perceptions of disorder than actual disorder itself. That finding is particularly important for police departments like the NYPD, which has heavily emphasized order-maintenance policing. One additional study in New York City found that measures of the racial and socioeconomic composition of an area were stronger predictors of the number of police stops in that area than measures of physical and social disorder. This body of empirical work suggests that the racial and socioeconomic characteristics of a neighborhood may influence a police officer’s assessment of whether an area is high crime.

Furthermore, given the highly discretionary nature of the high-crime inquiry, any two given officers might disagree about whether a particular level of crime qualifies as high. Thus, an officer’s high-crime area assessment might

113. United States v. Montero-Camargo, 208 F.3d 1122, 1138 (9th Cir. 2000) (Kozinski, J., concurring).
117. See supra note 44–50 and accompanying text.
118. Jeffrey Fagan & Garth Davies, Street Stops and Broken Windows: Terry, Race, and Disorder in New York City, 28 FORDHAM URB. L.J. 457, 463–64 (2000); id. at 484–87 (describing measures of disorder).
also be influenced by inter-officer differences in perception of what qualifies as “high-crime.” We have found little empirical research on such disparities among the police, but one study surveyed residents in Baltimore in the 1980s and 1990s about their perceptions of physical and social disorder in their neighborhoods. The author found that residents’ perceptions of disorder varied widely, even among residents living in the same neighborhood. Police officers’ assessments of crime and disorder may be subject to the same disparities.

Wardlow’s third empirical assumption concerns predictive power. In justifying investigative stops, a police officer must be able to articulate specific facts that together form a reasonable suspicion that the suspect was engaged in or was about to engage in crime. For courts to accept “high-crime area” as a basis of reasonable suspicion, the officer’s determination that an area is high crime should predict whether suspects are, on average, engaged in crime. Wardlow thus assumes that, controlling for other stated bases of reasonable suspicion, there is a higher probability that a suspect is engaged in a crime where the officer invokes high-crime area as a basis of the stop.

Over fifteen years have passed since the Supreme Court issued Wardlow, and yet we still know almost nothing about how officers apply the high-crime area standard. We therefore don’t know if any of its empirical assumptions are satisfied in practice. In the remainder of this Article, we attempt to test those assumptions.

III.
DATA

Our dataset contains information on 2,455,030 stops conducted by the NYPD between 2007 and 2012. The data derive from the Stop, Question and Frisk Report Worksheet, more commonly referred to as the UF-250. Officers must fill out the Worksheet after every stop they conduct. The form collects a range of information, including the suspected crime; the suspect’s race, gender, etc.

120. Id.
121. The original dataset also included data from 2004 to 2005. We dropped all stops from those years because we were unable to geocode a large proportion of stops due to data quality issues. We also dropped all stops classified as “radio runs” because, in those cases, the officer is searching for a specific person who matches a suspect description, usually from a recent crime in the surrounding area.
122. It is possible some officers did not always fill out a stop form for stops resulting in an arrest. However, we suspect this practice was rare given the intense bureaucratic pressure to file paperwork to demonstrate officer productivity in both stops and arrests. See supra note 107 and accompanying text. The New York State Attorney General conducted an analysis of arrests resulting from stops from 2009 to 2012. Of the 150,330 arrest records received, just 5 percent had no corresponding stop information. See ERIC T. SCHNEIDERMAN, A REPORT ON ARRESTS ARISING FROM THE NEW YORK CITY POLICE DEPARTMENT’S STOP-AND-FRISK PRACTICES 7 (2013), at https://ag.ny.gov/pdfs/OAG_REPORT_ON_SQF_PRACTICES_NOV_2013.pdf. [https://perma.cc/QA57-M2VY] (finding 142,596 records for 150,330 arrests).
and age; whether the stop resulted in the recovery of weapons, drugs, or other contraband; and whether the suspect was arrested or issued a citation. Most important for our purposes, the form also requires officers to identify the circumstances which led to the stop—that is, the bases of reasonable suspicion—by checking off a series of boxes, including a box for high-crime areas.123

The Worksheet also collects information on the police precinct and street address where the stop took place. We used this information to geocode the stops to each of the 2,211 census tracts and 5,722 block groups in New York City from the 2000 census.124 We dropped 185,967 stops (5 percent) that we were unable to geocode.

We also obtained criminal-complaint data from the NYPD on each of the 4.6 million crimes reported to the department from 2004 to 2012. We geocoded the complaints to block groups125 and then merged various lagged measures of crime with our stop data.

Finally, we obtained data on block groups in New York City from the American Community Survey 2005–2009 (ACS). Specifically, we obtained measures of the racial and socioeconomic composition of residents in each area.

Table 1 provides descriptive statistics concerning the characteristics of each of the stops in our data. Blacks are disproportionately represented. Indeed, roughly 55 percent of civilians stopped were non-Hispanic Black, while that group made up less than a quarter of the city’s population.126 Roughly 31 percent of civilians stopped were Hispanic, while that group made up about 28 percent of the city.127 Roughly 93 percent were male. Stopped civilians were, on average, 28 years old. Stops rarely resulted in “hits.” Indeed, officers recovered a weapon in 1 percent of stops and other contraband in another 2 percent. Stops resulted in an arrest just 7 percent of the time.

Table 2 provides descriptive statistics on the characteristics of the areas in which stops were conducted. We denote precinct-level measures with the abbreviation “PCT” and block group-level measures with “BG.” Stops occurred

123. N.Y. POLICE DEP’T, STOP, QUESTION AND FRISK REPORT WORKSHEET (2011), https://assets.documentcloud.org/documents/686450/stop-question-and-frisk-report-worksheet.pdf [https://perma.cc/EA76-7C9G]. The full list of circumstances includes: (1) suspicious bulge; (2) casing a victim or location; (3) carrying objects used in commission of crime; (4) wearing clothing/disguises used in commission of crime; (5) suspect fits description; (6) visible drug transaction; (7) furtive movements; (8) acting as lookout; and (9) visible violent crime. The form also provides additional check boxes labeled as “additional” circumstances: (1) association with known criminals; (2) change of direction upon seeing police; (3) evasive actions; (4) high incidence of reported offense; (5) part of ongoing investigation; (6) proximity to crime; (7) report of victim or witness; (8) sights and sounds of crime; and (9) time of day. Id. Finally, the worksheet provides space for officers to identify “Other Reasonable Suspicion of Criminal Activity” in their own words. Id.

124. We are grateful to Matt Ruther for his exceptional work geocoding the data.

125. We were unable to code the census tract and block group of 204,923 criminal complaints (4 percent).

126. U.S. CENSUS BUREAU, supra note 60.

127. Id.
in block groups that were, on average, 28 percent white, 40 percent Black, and 36 percent Hispanic. As those averages suggest, stops are concentrated in communities of color. Roughly 40 percent of all stops occurred in block groups that were majority Black and another 30 percent took place in block groups that were majority Hispanic.

Officers also tended to stop civilians in economically disadvantaged areas of the city. On average, stops occurred in block groups in which 30 percent of households received an annual income of less than $20,000; 55 percent of households were single-headed; and 25 percent of households lived below the national poverty line.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Mean</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black Non-Hispanic</td>
<td>0.55</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Black Hispanic</td>
<td>0.07</td>
<td>0.25</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>White Non-Hispanic</td>
<td>0.09</td>
<td>0.28</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>White Hispanic</td>
<td>0.24</td>
<td>0.43</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Other Race</td>
<td>0.06</td>
<td>0.24</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Male</td>
<td>0.93</td>
<td>0.25</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Age</td>
<td>28.1</td>
<td>11.5</td>
<td>8</td>
<td>99</td>
<td>1,963,208</td>
</tr>
<tr>
<td>Suspected Crime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Violent</td>
<td>0.20</td>
<td>0.40</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Property</td>
<td>0.22</td>
<td>0.41</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Weapon</td>
<td>0.29</td>
<td>0.45</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Drug</td>
<td>0.11</td>
<td>0.31</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Trespass</td>
<td>0.11</td>
<td>0.31</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Quality of Life</td>
<td>0.02</td>
<td>0.13</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Other Crime</td>
<td>0.07</td>
<td>0.25</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Bases of Suspicion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suspicious Bulge</td>
<td>0.10</td>
<td>0.30</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Casing</td>
<td>0.31</td>
<td>0.46</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Clothes</td>
<td>0.05</td>
<td>0.21</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Suspect Description</td>
<td>0.12</td>
<td>0.33</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Drug Transaction</td>
<td>0.10</td>
<td>0.30</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Furtive Movements</td>
<td>0.51</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Lookout</td>
<td>0.17</td>
<td>0.38</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Criminal Object</td>
<td>0.03</td>
<td>0.16</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Violent Crime</td>
<td>0.09</td>
<td>0.29</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Criminal Associates</td>
<td>0.04</td>
<td>0.20</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Change Direction</td>
<td>0.26</td>
<td>0.44</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Evasive Behavior</td>
<td>0.21</td>
<td>0.41</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>High Crime</td>
<td>0.59</td>
<td>0.49</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Ongoing Investigation</td>
<td>0.13</td>
<td>0.34</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Proximity to Crime</td>
<td>0.19</td>
<td>0.39</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Witness Report</td>
<td>0.09</td>
<td>0.28</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Sights/Sounds of Crime</td>
<td>0.02</td>
<td>0.14</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Time</td>
<td>0.41</td>
<td>0.49</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Stop Outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weapon Found</td>
<td>0.01</td>
<td>0.11</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Other Contraband Found</td>
<td>0.02</td>
<td>0.14</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
<tr>
<td>Arrest Made</td>
<td>0.07</td>
<td>0.25</td>
<td>0</td>
<td>1</td>
<td>2,455,030</td>
</tr>
</tbody>
</table>

128. When totaled together, suspected crimes exceed 100 percent due to rounding.
To avoid the risk of overfitting, we randomly partitioned the data into a training dataset and a testing dataset. The training dataset consists of one-third of all stops, and the testing dataset consists of the remaining two-thirds. All of the results we report in the following sections are based on the testing dataset.

### Table 2. Social and Crime Characteristics of Stop Areas

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>Minimum</th>
<th>Maximum</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Crime</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Viol Index Crime 12mo</td>
<td>1,801.4</td>
<td>908.2</td>
<td>204.0</td>
<td>4,468.0</td>
<td>2,455,030</td>
</tr>
<tr>
<td>PCT Prop Index Crime 12mo</td>
<td>2,221.8</td>
<td>1,078.9</td>
<td>471.0</td>
<td>8,172.0</td>
<td>2,455,030</td>
</tr>
<tr>
<td>BG Viol Index Crime 12mo</td>
<td>41.5</td>
<td>33.2</td>
<td>0.0</td>
<td>296.0</td>
<td>2,455,009</td>
</tr>
<tr>
<td>BG Prop Index Crime 12mo</td>
<td>52.5</td>
<td>112.9</td>
<td>0.0</td>
<td>2,365.0</td>
<td>2,455,009</td>
</tr>
<tr>
<td><strong>Racial/Ethnic Composition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG White</td>
<td>0.28</td>
<td>0.27</td>
<td>0</td>
<td>1</td>
<td>2,408,576</td>
</tr>
<tr>
<td>BG Black</td>
<td>0.40</td>
<td>0.32</td>
<td>0</td>
<td>1</td>
<td>2,408,576</td>
</tr>
<tr>
<td>BG Hispanic</td>
<td>0.36</td>
<td>0.27</td>
<td>0</td>
<td>1</td>
<td>2,408,576</td>
</tr>
<tr>
<td><strong>Socioeconomic Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG No HS Graduation</td>
<td>0.29</td>
<td>0.17</td>
<td>0</td>
<td>1</td>
<td>2,407,049</td>
</tr>
<tr>
<td>BG Income $20k-50k</td>
<td>0.30</td>
<td>0.13</td>
<td>0</td>
<td>1</td>
<td>2,402,373</td>
</tr>
<tr>
<td>BG Income $50k-125k</td>
<td>0.28</td>
<td>0.16</td>
<td>0</td>
<td>1</td>
<td>2,402,373</td>
</tr>
<tr>
<td>BG Income &gt;$125k</td>
<td>0.09</td>
<td>0.13</td>
<td>0</td>
<td>1</td>
<td>2,402,373</td>
</tr>
<tr>
<td>BG Median Income</td>
<td>41,604</td>
<td>28,589</td>
<td>2,499</td>
<td>250,001</td>
<td>2,388,340</td>
</tr>
<tr>
<td>BG Families in Poverty</td>
<td>0.25</td>
<td>0.19</td>
<td>0.00</td>
<td>1</td>
<td>2,375,101</td>
</tr>
<tr>
<td>BG Assistance</td>
<td>0.08</td>
<td>0.08</td>
<td>0.00</td>
<td>0.70</td>
<td>2,402,373</td>
</tr>
<tr>
<td>BG Vacant Properties</td>
<td>0.09</td>
<td>0.10</td>
<td>0.00</td>
<td>1</td>
<td>2,404,982</td>
</tr>
<tr>
<td>BG Single-headed Household</td>
<td>0.55</td>
<td>0.25</td>
<td>0.00</td>
<td>1</td>
<td>2,375,101</td>
</tr>
</tbody>
</table>

### IV. Empirical Analyses

Our empirical analysis unfolds in two steps. As noted, Wardlow and other subsequent cases have left open many questions about the definition of a high-crime area. We therefore have little information about how officers interpret and apply the high-crime area standard—about the geographic scope and temporal horizon they use to evaluate whether an area is high crime and about the kinds of crimes they consider most relevant. In the first stage of our analysis, we seek to answer some of these questions by identifying a model of crime that best predicts when officers invoke the high-crime area standard to justify their stops. Admittedly, our answers are necessarily rough. The dataset contains stops conducted by almost 20,000 unique officers, each of whom may apply the high-

---


130. We obtained crime data from the NYPD. Racial and socioeconomic variables derive from the American Community Survey, 2005–2009 and are constant for all years in the data. Block group-level 2009 5-year ACS data on New York City can be obtained from socialexplorer.com. PCT refers to police precinct. BG refers to census block group. Index crimes are groupings commonly used in crime reporting that were developed by the FBI. Violent Index Crimes include Murder, Armed Robbery, Aggravated Assault, and Forcible Rape. Property Index Crimes include Burglary, Larceny, Motor Vehicle Theft, and Arson. Federal Bureau of Investigation, Crime in the United States 2017, available at https://ucr.fbi.gov/crime-in-the-u.s/2017/crime-in-the-u.s.-2017/topic-pages/violent-crime [https://perma.cc/59UM-4A8A].
crime area standard differently. Our goal, however, is to find models of crime that best fit the data with the hopes of gaining insight about the behavior of the typical officer. In the second stage of our analysis, we then use these models to evaluate Wardlow and test its empirical assumptions.

A. Modeling Crime Rates on Officers’ Invocation of HCA

To identify a model of crime that best predicts when officers invoke the high-crime area standard, we fit a series of models regressing whether the officer invoked HCA as a basis of suspicion on a variety of different measures of crime. For ease of interpretation, we primarily report results from linear probability models. We are particularly interested in each model’s R², which measures how well each model fits the data on a scale from 0 to 1. We therefore report both the R² from the linear probability model and the McFadden’s R² from the corresponding logit, the latter of which better fits the binary structure of the dependent variable. Throughout the Article, we report cluster-robust standard errors clustered at the officer and block group-level. Our threshold for statistical significance is the 0.05 level, but our tables also report when coefficients are statistically significant at the 0.1 level.

Our first step is to examine, in broad categories, the kinds of crimes police officers appear to care about most in assessing whether an area is high crime. We begin by fitting a linear model with just one independent variable—the number of crimes in the past twelve months in the police precinct in which the stop took place. In Table 3, Model 1 shows the results when the independent variable measures total crime, Model 2 shows the results for violent crime, and Model 3 shows the results for property crime. To reduce the number of digits displayed after the decimal, we have divided each of the crime variables by 100 for all of the models presented in the remainder of the Article.

None of the models in Table 1 strongly predict whether an officer invokes HCA, but violent crime appears to be the strongest predictor. The McFadden’s R² for the violent-crime model is .001, which is substantially larger than that of the total (.0001) and property-crime models (.0002). On the whole, in assessing whether an area is high crime, officers appear to focus more on violence than property offenses.

131. The logit models produced substantively similar results. Unfortunately, we were unable to fit logits for models with fixed effects for officers due to the computational difficulty of calculating over 20,000 fixed effects with cluster-robust standard errors.

Table 3. Modeling HCA on Violent and Property Crime in the Last 12 Months

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.5701**</td>
<td>0.5523**</td>
<td>0.6054**</td>
</tr>
<tr>
<td></td>
<td>[0.0127]</td>
<td>[0.0109]</td>
<td>[0.0110]</td>
</tr>
<tr>
<td>PCT Total</td>
<td>0.0002</td>
<td>0.0019**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0001]</td>
<td>[0.0005]</td>
<td></td>
</tr>
<tr>
<td>PCT Violent</td>
<td></td>
<td></td>
<td>-0.0008†</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[0.0004]</td>
</tr>
<tr>
<td>PCT Property</td>
<td>-0.0008†</td>
<td>-0.0008†</td>
<td>-0.0008†</td>
</tr>
<tr>
<td>Adjusted R^2 (LPM)</td>
<td>0.0002</td>
<td>0.0013</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td>0.0001</td>
<td>0.0009</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>1.636,384</td>
<td>1.636,384</td>
<td>1.636,384</td>
</tr>
<tr>
<td>McFadden's R^2 (Logit)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>1,636,384</td>
<td>1,636,384</td>
<td>1,636,384</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01

To make things more concrete, Figure 1 depicts the relationship between HCA and precinct-level violent crime. The black curve displays the best-fit line, which is nearly flat but suggests officers invoke HCA just slightly more often as violent crime increases. The gray line, which represents a local linear smoother, tells a similar story. For nearly the entire distribution—from roughly 500 to 3,300 crimes on the X-axis—the rate at which officers invoke HCA remains roughly stable, confirming that there is little correlation between HCA and crime levels. The slope of the curve only steepens above roughly 3,300 crimes. Importantly, we should be cautious in interpreting the right-hand side of the graph. The bottom of the graph contains a rug, which illustrates the number of observations located along the X-axis. As the rug shows, there are almost no observations between 3,300 and 3,900 crimes. All observations above 3,900 arise from just one precinct in Brooklyn—the 74th. Thus, the entire rise in the HCA invocation rate above 3,300 is due to just one precinct in the city.133
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Having found that officers appear to prioritize violent crime over property crime in assessing HCA, we next turn to the question of geographic scope. Recall that police precincts cover, on average, four square miles and that census block groups cover 0.05 square miles. The first model in Table 4 replicates our most predictive model in the previous table, which regresses HCA on precinct-level (denoted by the abbreviation “PCT”) violent crime in the last twelve months. Model 2 regresses HCA on block group-level (denoted by “BG”) violent crime in the last twelve months, and finds a positive and statistically significant correlation. Once again, to make things more concrete, Figure 2 depicts the relationship between HCA and block group-level violent crime from Model 2. As before, the black curve displays the best-fit line, which is nearly flat but suggests officers invoke HCA just slightly more often as violent crime increases. The gray line moves up and down across the X-axis slightly, but remains relatively flat over all. The McFadden’s R² for the block group-level model is substantially smaller than that of the precinct-level model, suggesting that precinct-level measures of crime are better predictors of HCA than block group-level measures.
Model 3 combines both the precinct-level and block group-level variables together.\(^{134}\) The coefficient on the precinct-level measure remains roughly the same and statistically significant, while the coefficient for the block group-level measure drops by about a third and is no longer statistically significant. Based on the models’ respective R\(^2\), precinct-level violent crime appears to be the strongest predictor of HCA. Though, the R\(^2\) increases slightly when we include both the precinct and block group-level measures.

### Table 4. Modeling HCA on Different Geographic Scopes

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.5523**</td>
<td>0.5748**</td>
<td>0.5462**</td>
</tr>
<tr>
<td></td>
<td>[0.0109]</td>
<td>[0.0059]</td>
<td>[0.0102]</td>
</tr>
<tr>
<td>PCT Violent</td>
<td>0.0019**</td>
<td>0.0019**</td>
<td>0.0018**</td>
</tr>
<tr>
<td></td>
<td>[0.0005]</td>
<td>[0.0005]</td>
<td>[0.0005]</td>
</tr>
<tr>
<td>BG Violent</td>
<td>0.0294*</td>
<td>0.0206</td>
<td>0.0206</td>
</tr>
<tr>
<td></td>
<td>[0.0139]</td>
<td>[0.0139]</td>
<td>[0.0139]</td>
</tr>
<tr>
<td>Adjusted R(^2) (LPM)</td>
<td>0.0013</td>
<td>0.0004</td>
<td>0.0014</td>
</tr>
<tr>
<td>McFadden’s R(^2) (Logit)</td>
<td>0.0009</td>
<td>0.0003</td>
<td>0.0011</td>
</tr>
<tr>
<td>N</td>
<td>1,636,384</td>
<td>1,636,367</td>
<td>1,636,367</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01

---

\(^{134}\) One might reasonably wonder whether modeling violent crime at both the precinct and block group-level in Model 3 introduces high levels of multi-collinearity. However, the Pearson correlation between these two variables is just 0.17 and the standard errors for each coefficient do not change. The low correlation suggests that there may be different data-generating processes at work in the precinct versus block-group decisions to invoke HCA.
We next consider temporal scope. Table 5 depicts four models regressing HCA on measures of violent crime with different time spans: 1 month, 3 months, 12 months, and 24 months. McFadden’s $R^2$ shows that the variation explained by the models increases as the temporal scope expands from 1 to 12 months. However, it maxes out at 12 months, as the 24-month measures do not explain additional variation. These patterns suggest that an officer’s decision to invoke HCA to justify a stop is generally based on crimes that occurred in the last 12 months.\textsuperscript{135}

Table 5. Modeling HCA on Different Temporal Horizons

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
<th>Mod 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.5567\textsuperscript{**} [0.0091]</td>
<td>0.5529\textsuperscript{**} [0.0095]</td>
<td>0.5462\textsuperscript{**} [0.0102]</td>
<td>0.5460\textsuperscript{**} [0.0104]</td>
</tr>
<tr>
<td>PCT Violent 1mo</td>
<td>0.0180\textsuperscript{**} [0.0055]</td>
<td>0.0174 [0.0966]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Violent 1mo</td>
<td>0.1174 [0.0966]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Violent 3mo</td>
<td>0.0063\textsuperscript{**} [0.0020]</td>
<td>0.0064 [0.0463]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Violent 3mo</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Violent 12mo</td>
<td>0.0018\textsuperscript{**} [0.0005]</td>
<td>0.0206 [0.0139]</td>
<td>0.0009\textsuperscript{**} [0.0003]</td>
<td>0.0099 [0.0071]</td>
</tr>
<tr>
<td>BG Violent 12mo</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Violent 24mo</td>
<td></td>
<td></td>
<td>0.0014 [0.0139]</td>
<td>0.0014 [0.0139]</td>
</tr>
<tr>
<td>BG Violent 24mo</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$ (LPM)</td>
<td>0.0008 1,636,367</td>
<td>0.0012 1,636,367</td>
<td>0.0014 1,636,367</td>
<td>0.0014 1,636,367</td>
</tr>
<tr>
<td>McFadden’s $R^2$ (Logit)</td>
<td>0.0009 1,636,367</td>
<td>0.0011 1,636,367</td>
<td>0.0011 1,636,367</td>
<td>0.0011 1,636,367</td>
</tr>
<tr>
<td>N</td>
<td>1,636,367</td>
<td>1,636,367</td>
<td>1,636,367</td>
<td>1,636,367</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01

Having learned that violent crime in the past 12 months is the strongest predictor of how officers invoke HCA, we now return to the question of which specific crime categories matter most.

Table 6 depicts a series of models with more specific crime categories. As a baseline, Model 1 replicates Model 3 from the previous table by including measures of violent crime at the precinct- and block group-level in the last twelve months. Model 2 uses more violent crime instead: non-negligent homicide, negligent homicide, assault, and robbery. McFadden’s $R^2$ shows that this model explains substantially more of the variation in HCA, but we note that nearly half of the coefficients are negative. Adding discrete categories of property, drug, and weapons crimes in Model 3 further increases the variation explained by the model, but again, we note that twelve of the twenty coefficients are negative.

\textsuperscript{135} The variation explained does not substantially increase when we combine the 12-month variable with any of the other timing variables.
In Model 4, we removed all of the variables associated with negative coefficients and any additional variables that became negative thereafter. We did so because the purpose of our analysis in the next section is to evaluate how police officers invoke HCA to justify their stops. Wardlow does not permit officers to claim an area is high crime based on lower crime rates. We, therefore, removed variables with negative coefficients so those variables do not contribute to the $R^2$ of our models, which we use to evaluate officers’ HCA assessments. For the sake of parsimony, we also removed from Model 4 any remaining variables that are not statistically significant or that add little explanatory power to the model based on McFadden’s $R^2$. The remaining three variables are precinct-level non-negligent homicide, precinct-level burglary, and block group-level arson. Together, these variables explain over a third of the variation explained by the full model, Model 3.
Table 6. Modeling HCA on Specific Crime Types in the Last 12 Months

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
<th>Mod 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.5462**</td>
<td>0.5522**</td>
<td>0.5346**</td>
<td>0.5239**</td>
</tr>
<tr>
<td></td>
<td>[0.0102]</td>
<td>[0.0102]</td>
<td>[0.0123]</td>
<td>[0.0127]</td>
</tr>
<tr>
<td>PCT Violent</td>
<td>0.0018**</td>
<td>-0.5705</td>
<td>0.1163†</td>
<td>0.1368**</td>
</tr>
<tr>
<td></td>
<td>[0.0102]</td>
<td>[0.3491]</td>
<td>[0.0624]</td>
<td>[0.0506]</td>
</tr>
<tr>
<td>PCT Neg Homicide</td>
<td>0.0801</td>
<td>0.0905**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0383]</td>
<td>[0.0018]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Non-neg Homicide</td>
<td>0.1965**</td>
<td>0.1163†</td>
<td>0.1368**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0648]</td>
<td>[0.0624]</td>
<td>[0.0506]</td>
<td></td>
</tr>
<tr>
<td>PCT Assault</td>
<td>-0.0014</td>
<td>-0.0057†</td>
<td>0.0300</td>
<td>0.0124**</td>
</tr>
<tr>
<td></td>
<td>[0.0013]</td>
<td>[0.0031]</td>
<td>[0.0011]</td>
<td>[0.0038]</td>
</tr>
<tr>
<td>PCT Robbery</td>
<td>0.0047</td>
<td>-0.0057†</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0031]</td>
<td>[0.0030]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Arson</td>
<td>0.0105</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0300]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Burglary</td>
<td>0.0192**</td>
<td>0.0124**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0055]</td>
<td>[0.0051]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Motor Vehicle Theft</td>
<td>-0.0138*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0062]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Theft</td>
<td>-0.0014*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0005]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Drug</td>
<td>-0.0065**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0011]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Weapon</td>
<td>-0.0079</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0051]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Violent</td>
<td>0.0206</td>
<td>-3.8115†</td>
<td>-3.1249*</td>
<td>1.6380**</td>
</tr>
<tr>
<td></td>
<td>[0.0139]</td>
<td>[2.0633]</td>
<td>[1.4916]</td>
<td>[0.2755]</td>
</tr>
<tr>
<td>BG Neg Homicide</td>
<td>-3.8115†</td>
<td>0.9867**</td>
<td>0.6913*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[2.0633]</td>
<td>[0.3312]</td>
<td>[0.2775]</td>
<td></td>
</tr>
<tr>
<td>BG Non-neg Homicide</td>
<td>0.9867**</td>
<td>0.0893**</td>
<td>0.0839**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.3312]</td>
<td>[0.0198]</td>
<td>[0.0244]</td>
<td></td>
</tr>
<tr>
<td>BG Assault</td>
<td>0.0893**</td>
<td>-0.1859**</td>
<td>-0.0757*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0198]</td>
<td>[0.0328]</td>
<td>[0.0366]</td>
<td></td>
</tr>
<tr>
<td>BG Robbery</td>
<td>-0.1859**</td>
<td>1.0648**</td>
<td>1.6380**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0328]</td>
<td>[0.2452]</td>
<td>[0.2755]</td>
<td></td>
</tr>
<tr>
<td>BG Arson</td>
<td>1.0648**</td>
<td>-0.1112†</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.2452]</td>
<td>[0.0624]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Burglary</td>
<td>-0.1112†</td>
<td>-0.1719*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0624]</td>
<td>[0.0805]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Motor Vehicle Theft</td>
<td>-0.1719*</td>
<td>0.0055</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0805]</td>
<td>[0.0056]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Theft</td>
<td>0.0055</td>
<td>0.0878**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0056]</td>
<td>[0.0216]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Drug</td>
<td>0.0878**</td>
<td>-0.2830**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0216]</td>
<td>[0.0865]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Weapon</td>
<td>-0.2830**</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01
Until now, we have assumed that police officers think about and apply the HCA standard the same way regardless of the kind of crime they believe the suspect is committing. To probe this issue further, we subbed the data by suspected crime—violent, property, weapons, and drug crimes, which together account for roughly 80 percent of all stops. We then repeated each of our analytic steps for the full dataset on each subset. When we replicated Tables 3 through 5 for each suspected-crime type, the results were remarkably similar: the strongest variables were typically precinct-level measures of violent crime within the last 12 months. There was, however, significant variation across suspected-crime types when we replicated Table 6 (which identified the specific crimes that best predict whether an officer invokes HCA).

Table 7 thus replicates Models 3 and 4 in Table 6 for each of the four suspected crime categories. Model 1 reports the results of a regression with all of the 12-month, precinct- and block-group measures of specific crime types on the subset of stops in which the officer suspected a violent crime. Model 2 reports the ultimate model we reached after sequentially removing all variables that were negative, statistically insignificant, or that added little predictive power to the model. Model 2 shows that the strongest predictors of whether an officer invokes HCA to justify stops motivated by a suspicion of violent crime is remarkably similar to the strongest predictors for all stops (reported in Table 6): precinct-level non-negligent homicide, and burglary.

Models 4, 6, and 8 show the variables with positive coefficients that most strongly predict whether an officer invokes HCA to justify stops in which the officer suspects a property, drug, and weapons offense, respectively. For property-crime stops, the most predictive crime measures are precinct-level burglary and motor vehicle theft. For drug-crime stops, the most predictive crime measures are block group-level drugs and arson. And for weapon-crime stops, the most predictive crime measures are precinct-level non-negligent homicide and block group-level assault and arson.
Taken together, our results point towards three key conclusions. First, officers’ assessments of high-crime areas tend to focus most on violent crimes but the results do vary somewhat by suspected crime. For example, in stops for suspected property offenses, there is evidence officers give most weight to property crimes like burglary and motor-vehicle theft, and in stops for suspected drug crimes, there is evidence officers give most weight to drug crimes (though,
there is also evidence they give weight to arson, which is a difficult result to explain. Second, officers tend to focus on crimes that took place within the last twelve months. Third, officers tend to assess whether an area is high crime through a broad geographic lens, like precincts or neighborhoods. Though, there is also evidence they give less weight to block group-level measures of crime as well. In the following section, we apply these lessons to evaluate each of Wardlow’s three empirical assumptions.

B. Evaluating Wardlow

1. Assumption 1: What is the Geographic Scope of a High-Crime Area?

We already have the data we need to assess Wardlow’s first empirical assumption, which concerns the geographic scope with which officers assess whether an area is high crime. Earlier in Table 4, we found that precinct-level measures of crime—which cover an average of four square miles—are substantially stronger predictors of whether an officer invokes high-crime area than block group-level measures of crime, which cover 0.05 square miles on average. This finding is consistent with officers applying the HCA standard primarily at a broad level of geography—like an entire police precinct or neighborhood.

Still, there is evidence that officers sometimes also analyze whether an area is high crime at smaller levels of geography. Indeed, as we learned from Table 7, we found that block group-level measures of crime are particularly strong predictors of whether an officer invokes HCA in drugs and weapons stops.

2. Assumption 2: Are Police Officers’ Assessments Accurate?

We next examine whether officers’ high-crime area assessments are accurate. If they are, they should be strongly correlated with actual crime rates.

Before we describe those correlations, we first report basic descriptive data about the frequency and geographic distribution of stops in which officers invoke HCA. Officers invoke HCA quite frequently—in 59 percent of all stops—more often than any other basis of reasonable suspicion on the UF-250 form.\textsuperscript{136} And, while they invoke HCA more often in certain parts of the city than others, they do so quite frequently everywhere. Figure 3 maps the rate at which officers invoke HCA across New York City.\textsuperscript{137} To make them most visible, we have depicted in black those areas where officers invoke HCA less than 30 percent of the time. As the map shows, very few areas are black. Perhaps the most important takeaway is that officers called 98 percent of the block groups in the city high crime in at least 30 percent of stops conducted in those areas. In other words,

\textsuperscript{136} See supra Part III tbl.1.

\textsuperscript{137} The map depicts census tracts rather than block groups because census tracts are roughly twice as large as block groups and thus easier to depict in the figure.
officers are claiming that every block in New York City is high crime at one time or another.

Figure 3. Heat Map of Percent of Stops Officers Invoke HCA, 2007-2012

Turning now to the correlation between HCA and crime rates, once again, our earlier results shed some light. In Part IV.A, we modeled HCA on a variety of measures of crime that varied in terms of crime type, geographic scope, and temporal horizon. Across all of our models, the level of variation in HCA explained by a range of different measures of crime was remarkably close to zero. Our most predictive models had a McFadden’s $R^2$ hovering around 0.01, meaning that actual crime rates explained around one percent of the variation in officers’ assessments of whether areas are high crime. This pattern holds regardless of level of geography, temporal span, and categories of crime. It also held when we subsetting the data by the type of suspected crime.

If local crime rates are not the primary determinant of whether an officer invokes HCA as a basis of reasonable suspicion, what is? We next examine the
extent to which suspect demographics, the racial and socioeconomic characteristics of neighborhoods, and inter-officer disparities may help explain when and why officers invoke HCA to justify investigative stops.

\[ a. \quad \text{Suspect Characteristics} \]

Cognitive biases based on the demographic characteristics of the suspect might explain some of officers’ inaccuracy in assessing high-crime areas. To explore this hypothesis, we fit a series of linear probability models, regressing HCA on a range of suspect characteristics, including race, gender, and age, and on local crime measures. When we analyze all stops together, we use the measures of crime in Models 1 and 4 from Table 6, which best predicted whether an officer would invoke HCA. When we break up our analysis by suspected-crime type, we use the crime measures from Models 2, 4, 6, and 8 in Table 7.

We begin by analyzing all stops together. In Table 8, Model 1 and 2 regress HCA on our two preferred sets of crime variables and on a set of dummy variables indicating the type of crime suspected by the officer. Models 3 and 4 replicate Models 1 and 2 but add variables for suspect race, ethnicity, sex, and age. For race and ethnicity, the comparison group is white non-Hispanic suspects. Both Models 3 and 4 estimate that police officers are 3 percentage points more likely to invoke HCA against a Black non-Hispanic suspect. They estimate no statistically significant difference for Black Hispanic suspects and for white Hispanic suspects. They also estimate that officers are almost 5 percentage points more likely to invoke HCA against a man than a woman, and that they are more likely to invoke HCA against younger suspects.

There are at least two possible explanations for these demographic differentials. One explanation is that areas with more young Black men have higher crime rates than our models account for. Another possible explanation is that officers who patrol areas with more young Black men have a higher propensity to invoke HCA.

To test both of these theories, Models 5 and 6 add fixed effects for block group and officer. The coefficients for Black non-Hispanic suspects and male suspects both fall by more than one half but remain statistically significant. The models also estimate that officers are 1 percentage point more likely to invoke HCA against both white Hispanic suspects and Black Hispanic suspects. The results are the same in Models 7 and 8 where we add fixed effects that interact year and block group. These results support the interpretation that officers are invoking HCA more frequently against young men of color.\[138\]

\[ \text{138. We also refit the model with block-group officer fixed effects. The results were substantively similar, although there was a substantial loss in sample size because of the number of officers who conducted only one stop in a given block group.} \]
<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
<th>Mod 4</th>
<th>Mod 5</th>
<th>Mod 6</th>
<th>Mod 7</th>
<th>Mod 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.5408** [0.0104]</td>
<td>0.5232** [0.0125]</td>
<td>0.5059** [0.0125]</td>
<td>0.4761** [0.0142]</td>
<td>0.0155** [0.0019]</td>
<td>0.0155** [0.0019]</td>
<td>0.0134** [0.0019]</td>
<td>0.0134** [0.0015]</td>
</tr>
<tr>
<td>Suspect Characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black Non-Hispanic</td>
<td>0.0036 [0.0075]</td>
<td>0.3026 [0.0075]</td>
<td>0.0155** [0.0024]</td>
<td>0.0155** [0.0024]</td>
<td>0.0134** [0.0025]</td>
<td>0.0134** [0.0025]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black Hispanic</td>
<td>-0.0116 [0.0090]</td>
<td>0.007 [0.0090]</td>
<td>0.0122** [0.0024]</td>
<td>0.0121** [0.0024]</td>
<td>0.0084** [0.0025]</td>
<td>0.0084** [0.0025]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White Hispanic</td>
<td>0.0034 [0.0069]</td>
<td>0.0056 [0.0070]</td>
<td>0.0113** [0.0017]</td>
<td>0.0112** [0.0017]</td>
<td>0.0096** [0.0017]</td>
<td>0.0096** [0.0017]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other Race</td>
<td>-0.0252** [0.0077]</td>
<td>-0.2444** [0.0077]</td>
<td>-0.0009 -0.0001</td>
<td>-0.0017 -0.0017</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.0463** [0.0035]</td>
<td>0.0466** [0.0035]</td>
<td>0.0277** [0.0017]</td>
<td>0.0277** [0.0017]</td>
<td>0.0264** [0.0017]</td>
<td>0.0264** [0.0017]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other Gender</td>
<td>-0.0082 [0.0071]</td>
<td>-0.0055 [0.0070]</td>
<td>0.0169** [0.0039]</td>
<td>0.0166** [0.0039]</td>
<td>0.0189** [0.0038]</td>
<td>0.0189** [0.0038]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.0009** [0.0001]</td>
<td>-0.0088** [0.0001]</td>
<td>-0.0001** -0.0001**</td>
<td>-0.0001** -0.0001**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Violent</td>
<td>0.0017** [0.0005]</td>
<td>0.0144** [0.0005]</td>
<td>-0.0030** [0.0005]</td>
<td>-0.0010** [0.0005]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Violent</td>
<td>0.0252* [0.0119]</td>
<td>0.0151 [0.0113]</td>
<td>-0.0027 [0.0067]</td>
<td>0.0163 [0.0087]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Non-neg Homicide</td>
<td>0.1424** [0.0463]</td>
<td>0.0679 [0.0465]</td>
<td>0.0039 [0.0270]</td>
<td>-0.0011 [0.0154]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Burglary</td>
<td>0.0115** [0.0035]</td>
<td>0.0138** [0.0035]</td>
<td>-0.0072** [0.0024]</td>
<td>0.0033* [0.0014]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Arson</td>
<td>1.4652** [0.2512]</td>
<td>1.2398** [0.2313]</td>
<td>-0.0769 [0.0658]</td>
<td>0.1029 [0.0673]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suspected Crime</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Officer Fixed Effect</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BG Fixed Effect</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BG* Year Fixed Effect</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Adjusted R^2 (LPM)</td>
<td>0.0098</td>
<td>0.0122</td>
<td>0.0131</td>
<td>0.0152</td>
<td>0.4068</td>
<td>0.4068</td>
<td>0.417</td>
<td>0.417</td>
</tr>
<tr>
<td>N</td>
<td>1,636,367</td>
<td>1,636,367</td>
<td>1,308,446</td>
<td>1,308,446</td>
<td>1,308,446</td>
<td>1,308,446</td>
<td>1,308,446</td>
<td>1,308,446</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01

We next consider whether the results vary by the type of suspected crime. In Table 9, we reproduce Models 7 and 8 from Table 7 separately for stops where the officer suspected a violent, property, drug, or weapons offense. In the odd-numbered columns, we use the precinct-level and block group-level measures of violent crime we have used throughout, and in the even-numbered columns we use the specific measures of crime that best predicted HCA for each type of suspected crime (from Table 7).

As Table 9 shows, our models find that officers invoke HCA more frequently against males across all suspected-crime types. But the results for race, ethnicity, and age vary. Officers invoke HCA more often against non-Hispanic Black suspects for violent and weapons stops but not for property and drug stops. They invoke HCA more often against Black Hispanic and white Hispanic suspects for violent-crime stops but not for others. And they invoke HCA more often against younger suspects for violence, property, and weapons stops, but not for drug stops.
Taken together our models suggest several conclusions. First, controlling for the crime categories that officers appear to weigh most heavily in their assessment of high-crime areas, when we analyze all stops together, we find that officers are more likely to invoke HCA against young Black male suspects. And even when we control for officer and the narrow geographic area in which the stop took place, officers are still significantly more likely to invoke HCA against young Black men. Second, the results vary somewhat when we examine the data by suspected-crime type. We find evidence, for example, that officers invoke HCA more frequently against non-Hispanic Black suspects for violent and weapons stops but not for property and drug stops.
Table 9. Modeling HCA on Suspect Characteristics, in the Last 12 Months, By Suspected Crime

<table>
<thead>
<tr>
<th>Suspect Characteristics</th>
<th>Violent</th>
<th>Property</th>
<th>Drug</th>
<th>Weapons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mod 1</td>
<td>Mod 2</td>
<td>Mod 3</td>
<td>Mod 4</td>
</tr>
<tr>
<td>Black Non-Hispanic</td>
<td>0.0194**</td>
<td>0.0194**</td>
<td>0.0034</td>
<td>0.0034</td>
</tr>
<tr>
<td>[0.0055]</td>
<td>[0.0055]</td>
<td>[0.0032]</td>
<td>[0.0032]</td>
<td>[0.0055]</td>
</tr>
<tr>
<td>Black Hispanic</td>
<td>0.0170**</td>
<td>0.0170**</td>
<td>0.0032</td>
<td>0.0033</td>
</tr>
<tr>
<td>[0.0064]</td>
<td>[0.0064]</td>
<td>[0.0051]</td>
<td>[0.0051]</td>
<td>[0.0075]</td>
</tr>
<tr>
<td>White Hispanic</td>
<td>0.0132*</td>
<td>0.0132*</td>
<td>0.0057</td>
<td>0.0057†</td>
</tr>
<tr>
<td>[0.0057]</td>
<td>[0.0057]</td>
<td>[0.0032]</td>
<td>[0.0032]</td>
<td>[0.0057]</td>
</tr>
<tr>
<td>Other Race</td>
<td>-0.0064</td>
<td>-0.0064</td>
<td>-0.0018</td>
<td>-0.0019</td>
</tr>
<tr>
<td>[0.0067]</td>
<td>[0.0067]</td>
<td>[0.0043]</td>
<td>[0.0043]</td>
<td>[0.0079]</td>
</tr>
<tr>
<td>Male</td>
<td>0.0628**</td>
<td>0.0628**</td>
<td>0.0171**</td>
<td>0.0171**</td>
</tr>
<tr>
<td>[0.0053]</td>
<td>[0.0053]</td>
<td>[0.0037]</td>
<td>[0.0037]</td>
<td>[0.0047]</td>
</tr>
<tr>
<td>Other Gender</td>
<td>0.0577**</td>
<td>0.0577**</td>
<td>-0.0027</td>
<td>-0.0027</td>
</tr>
<tr>
<td>[0.0097]</td>
<td>[0.0097]</td>
<td>[0.0092]</td>
<td>[0.0092]</td>
<td>[0.0116]</td>
</tr>
<tr>
<td>Age</td>
<td>-0.0006**</td>
<td>-0.0006**</td>
<td>0.0002*</td>
<td>0.0002†</td>
</tr>
<tr>
<td>[0.0001]</td>
<td>[0.0001]</td>
<td>[0.0001]</td>
<td>[0.0001]</td>
<td>[0.0001]</td>
</tr>
<tr>
<td>Crime</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Violent</td>
<td>-0.0003</td>
<td>-0.0004</td>
<td>-0.0023†</td>
<td></td>
</tr>
<tr>
<td>[0.0009]</td>
<td>[0.0008]</td>
<td>[0.0007]</td>
<td>[0.0007]</td>
<td>[0.0014]</td>
</tr>
<tr>
<td>BG Violent</td>
<td>0.0225</td>
<td>-0.0115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[0.0223]</td>
<td>[0.0215]</td>
<td>[0.0072]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Non-neg Homicide</td>
<td>0.0112</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[0.0345]</td>
<td>[0.0345]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Burglary</td>
<td>-0.0026</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[0.0052]</td>
<td>[0.0052]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Motor Vehicle Theft</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[0.0082]</td>
<td>[0.0082]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Arson</td>
<td></td>
<td></td>
<td></td>
<td>-0.1347</td>
</tr>
<tr>
<td>[0.2734]</td>
<td>[0.2734]</td>
<td></td>
<td></td>
<td>[0.1988]</td>
</tr>
<tr>
<td>BG Drug</td>
<td></td>
<td></td>
<td></td>
<td>0.0218</td>
</tr>
<tr>
<td>[0.0284]</td>
<td>[0.0284]</td>
<td></td>
<td></td>
<td>[0.1988]</td>
</tr>
<tr>
<td>BG Assault</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[0.0173]</td>
<td>[0.0173]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, **p<0.01

b. Neighborhood Characteristics

Another possible explanation for the low correlation between HCA and crime rates is that officers may not be fully aware of local crime rates and instead use neighborhood characteristics as proxies for crime. Table 10 presents a series of models that add block group-level measures of neighborhood demographics on top of the suspect demographics we used in the previous subsection.139 Models 1 and 2 contain variables measuring the proportion of the residential population that is Black and that is Hispanic. According to these models, moving from a block group without any Black residents to a block group with 100 percent Black residents is associated with an 8 to 9 percent increase in the probability

139. We do not have such data at the precinct level.
that an officer will call the area high crime. However, the coefficient for Hispanic residents is close to zero and not statistically significant.

Models 3 and 4 add a series of block group-level socioeconomic measures. The variable for Black residents falls by almost half but remains statistically significant and the variable for Hispanic residents is now negative and statistically significant. Most of the coefficients on the socioeconomic variables are small and statistically insignificant. Two statistically significant variables are positive: the proportion of residents without a high school degree and the proportion of residents who completed high school.

Models 5 and 6 add fixed effects for officer.140 The results for the variable measuring the proportion of Black residents remains the same, but the variable for Hispanic residents is now positive and statistically significant. Adding officer fixed effects substantially shrunk most of the socioeconomic variables. The only two statistically significant coefficients are positive: the proportion of residents without a high school degree and the percent of families in poverty.

We next compare the relative importance of these different variables in predicting whether officers invoke HCA. Starting with Model 5, to be conservative we only consider the block group-level measure of violent crime because the precinct-level measure is negative. The coefficient in the model implies that moving from the single safest block group in the city to the single most violent is associated with a 2.2 percent increase in the probability of the officer calling the area high crime. In Model 6, block group-level arson is the only positive coefficient. Moving from a block group with no arson to a block group with the most arson in the city is associated with a 2 percent increase in the probability that the officer invokes HCA.

For point of comparison, in both Models 5 and 6, substituting a white non-Hispanic suspect with a Black non-Hispanic suspect is associated with a 2.1 percent increase in the probability of the officer invoking HCA. This means that the race of the suspect predicts whether the officer will call the area high crime roughly as well as the actual crime rate in the area.

Even more striking, in both Models 5 and 6, moving from a block group with no Black residents to a block group with 100 percent Black residents is associated with a roughly 4.5 percentage point increase in the probability that the officer invokes HCA. In other words, moving from an area with no Black residents to an area with all Black residents is associated with a substantially larger increase in the probability that an officer invokes HCA than moving from the single safest neighborhood in the city to the single most dangerous.

We next consider whether the results vary by the type of suspected crime. Table 11 reproduces Columns 7 and 8 in Table 10 for violence, property, drug, and weapons stops, respectively. There is a large and statistically significant

140. Unlike in prior models, we cannot include fixed effects for block group because the ACS measures are constant throughout all years of the study.
coefficient on the variables measuring the proportion of residents that are Black and that are Hispanic for three of the four crime types: violence, drugs, and weapons. At least partially because of the lower sample sizes, there are no clear patterns to the socioeconomic variables, aside from the finding that the proportion of families in poverty is positively correlated with HCA for violence, property, and weapons stops.
Table 10. Modeling HCA on Neighborhood Characteristics and Crime in the Last 12 Months

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
<th>Mod 4</th>
<th>Mod 5</th>
<th>Mod 6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>0.5526**</td>
<td>0.5922**</td>
<td>0.5041**</td>
<td>0.4769**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0135]</td>
<td>[0.0155]</td>
<td>[0.0407]</td>
<td>[0.0392]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Suspect Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black Non-Hispanic</td>
<td>0.0105</td>
<td>0.0119†</td>
<td>0.0192**</td>
<td>0.0195**</td>
<td>0.0214**</td>
<td>0.0214**</td>
</tr>
<tr>
<td></td>
<td>[0.0065]</td>
<td>[0.0066]</td>
<td>[0.0059]</td>
<td>[0.0059]</td>
<td>[0.0021]</td>
<td>[0.0021]</td>
</tr>
<tr>
<td>Black Hispanic</td>
<td>-0.0144†</td>
<td>-0.0121</td>
<td>-0.0048</td>
<td>-0.0039</td>
<td>0.0130**</td>
<td>0.0179**</td>
</tr>
<tr>
<td></td>
<td>[0.0082]</td>
<td>[0.0082]</td>
<td>[0.0077]</td>
<td>[0.0077]</td>
<td>[0.0026]</td>
<td>[0.0026]</td>
</tr>
<tr>
<td>White Hispanic</td>
<td>0.0017</td>
<td>0.0015</td>
<td>0.0089</td>
<td>0.0077</td>
<td>0.0158**</td>
<td>0.0158**</td>
</tr>
<tr>
<td></td>
<td>[0.0062]</td>
<td>[0.0062]</td>
<td>[0.0058]</td>
<td>[0.0057]</td>
<td>[0.0020]</td>
<td>[0.0020]</td>
</tr>
<tr>
<td>Other Race</td>
<td>-0.0418**</td>
<td>-0.0416**</td>
<td>-0.0384**</td>
<td>-0.0388**</td>
<td>0.0021</td>
<td>0.0021</td>
</tr>
<tr>
<td></td>
<td>[0.0073]</td>
<td>[0.0073]</td>
<td>[0.0072]</td>
<td>[0.0072]</td>
<td>[0.0026]</td>
<td>[0.0026]</td>
</tr>
<tr>
<td>Age</td>
<td>-0.0009</td>
<td>-0.0009</td>
<td>-0.0007</td>
<td>-0.0007</td>
<td>-0.0002**</td>
<td>-0.0002**</td>
</tr>
<tr>
<td></td>
<td>[0.0001]</td>
<td>[0.0001]</td>
<td>[0.0001]</td>
<td>[0.0001]</td>
<td>[0.0000]</td>
<td>[0.0000]</td>
</tr>
<tr>
<td><strong>Area Racial/Ethnic Composition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Black Residents</td>
<td>0.0785**</td>
<td>0.0883**</td>
<td>0.0425*</td>
<td>0.0552**</td>
<td>0.0465**</td>
<td>0.0449**</td>
</tr>
<tr>
<td></td>
<td>[0.0160]</td>
<td>[0.0153]</td>
<td>[0.0169]</td>
<td>[0.0166]</td>
<td>[0.0048]</td>
<td>[0.0048]</td>
</tr>
<tr>
<td>BG Hispanic Residents</td>
<td>0.0012</td>
<td>0.0073</td>
<td>-0.0165**</td>
<td>-0.0537**</td>
<td>0.0350**</td>
<td>0.0333**</td>
</tr>
<tr>
<td></td>
<td>[0.0160]</td>
<td>[0.0148]</td>
<td>[0.0174]</td>
<td>[0.0165]</td>
<td>[0.0051]</td>
<td>[0.0050]</td>
</tr>
<tr>
<td><strong>Area Socioeconomic Composition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG No HS Graduation</td>
<td>0.1038**</td>
<td>0.0934**</td>
<td>0.0161*</td>
<td>0.179*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0283]</td>
<td>[0.0265]</td>
<td>[0.0070]</td>
<td>[0.0070]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG HS Grad, No College</td>
<td>0.1511**</td>
<td>0.1364**</td>
<td>0.0124†</td>
<td>0.0114</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0270]</td>
<td>[0.0268]</td>
<td>[0.0074]</td>
<td>[0.0074]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Income &lt;$20k</td>
<td>0.0222</td>
<td>0.0118</td>
<td>-0.0026</td>
<td>-0.0006</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0483]</td>
<td>[0.0471]</td>
<td>[0.0168]</td>
<td>[0.0168]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Income $20k-50k</td>
<td>-0.027</td>
<td>-0.0369</td>
<td>0.0134</td>
<td>0.0143</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0448]</td>
<td>[0.0429]</td>
<td>[0.0144]</td>
<td>[0.0144]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Income $50k-125k</td>
<td>0.0456</td>
<td>0.0327</td>
<td>0.0221†</td>
<td>0.0227†</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0358]</td>
<td>[0.0345]</td>
<td>[0.0116]</td>
<td>[0.0116]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Median Income</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0000]</td>
<td>[0.0000]</td>
<td>[0.0000]</td>
<td>[0.0000]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Assistance</td>
<td>-0.0113</td>
<td>-0.0251</td>
<td>0.0049</td>
<td>0.0041</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0397]</td>
<td>[0.0370]</td>
<td>[0.0107]</td>
<td>[0.0105]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Vacant Properties</td>
<td>-0.1541†</td>
<td>-0.1321**</td>
<td>-0.0069</td>
<td>-0.0066</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0369]</td>
<td>[0.0340]</td>
<td>[0.0079]</td>
<td>[0.0079]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Families in Poverty</td>
<td>0.0207</td>
<td>0.0248</td>
<td>0.0197**</td>
<td>0.0186**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0252]</td>
<td>[0.0234]</td>
<td>[0.0063]</td>
<td>[0.0063]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Single-headed Household</td>
<td>0.0157</td>
<td>0.0164</td>
<td>0.0065</td>
<td>0.0073†</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0189]</td>
<td>[0.0166]</td>
<td>[0.0041]</td>
<td>[0.0041]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Crime</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Violent</td>
<td>0.0005</td>
<td>0</td>
<td>-0.0006**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0005]</td>
<td>[0.0005]</td>
<td>[0.0002]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Violent</td>
<td>0.0081</td>
<td>0.0024</td>
<td>0.0073**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0114]</td>
<td>[0.0112]</td>
<td>[0.0026]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Non-neg Homicide</td>
<td>-0.0936†</td>
<td>-0.1431**</td>
<td>-0.0156</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0510]</td>
<td>[0.0496]</td>
<td>[0.0207]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Burglary</td>
<td>0.0165**</td>
<td>0.0154**</td>
<td>-0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.0034]</td>
<td>[0.0035]</td>
<td>[0.0014]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Arson</td>
<td>1.1207**</td>
<td>0.8356**</td>
<td>0.0877†</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.2086]</td>
<td>[0.2031]</td>
<td>[0.0499]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Suspected Crime</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Officer Fixed Effect</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Adjusted R²2 (LPM)</strong></td>
<td>0.0141</td>
<td>0.0163</td>
<td>0.017</td>
<td>0.0186</td>
<td>0.4031</td>
<td>0.4031</td>
</tr>
<tr>
<td>N</td>
<td>1,284,370</td>
<td>1,284,370</td>
<td>1,263,340</td>
<td>1,263,340</td>
<td>1,263,340</td>
<td>1,263,340</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01
Table 11. Modeling HCA on Neighborhood Characteristics and Crime in the Last 12 Months, by Suspected Crime

<table>
<thead>
<tr>
<th>Suspect Characteristics</th>
<th>Violent</th>
<th>Property</th>
<th>Drug</th>
<th>Weapons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mod 1</td>
<td>Mod 2</td>
<td>Mod 3</td>
<td>Mod 4</td>
</tr>
<tr>
<td>Black Non-Hispanic</td>
<td>0.0378**</td>
<td>0.0383**</td>
<td>0.0046</td>
<td>0.0042</td>
</tr>
<tr>
<td>Black Hispanic</td>
<td>0.0370**</td>
<td>0.0372**</td>
<td>0.0075</td>
<td>0.0071</td>
</tr>
<tr>
<td>White Hispanic</td>
<td>0.0308**</td>
<td>0.0310**</td>
<td>0.0087**</td>
<td>0.0083**</td>
</tr>
<tr>
<td>Other Race</td>
<td>0.0145*</td>
<td>0.0148*</td>
<td>-0.0023</td>
<td>-0.0026</td>
</tr>
<tr>
<td>Age</td>
<td>-0.0065**</td>
<td>-0.0077**</td>
<td>0.0002</td>
<td>0.0002**</td>
</tr>
<tr>
<td>Area Racial/Ethnic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black Residents</td>
<td>0.0384**</td>
<td>0.0395**</td>
<td>0.0039</td>
<td>0.0049</td>
</tr>
<tr>
<td>Hispanic Residents</td>
<td>0.0408**</td>
<td>0.0414**</td>
<td>0.002</td>
<td>0.0001</td>
</tr>
<tr>
<td>Area Socioeconomic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No HS Graduation</td>
<td>0.0084</td>
<td>0.0119</td>
<td>0.0038</td>
<td>0.006</td>
</tr>
<tr>
<td>HS Grad, No College</td>
<td>0.0102</td>
<td>0.0112</td>
<td>0.0171</td>
<td>0.0211</td>
</tr>
<tr>
<td>Income &lt;$20k</td>
<td>0.0096</td>
<td>0.0132</td>
<td>-0.0599*</td>
<td>-0.0599*</td>
</tr>
<tr>
<td>Income $20k-50k</td>
<td>0.0490*</td>
<td>0.0500*</td>
<td>-0.0407*</td>
<td>-0.0387*</td>
</tr>
<tr>
<td>Income $50k-125k</td>
<td>0.0611**</td>
<td>0.0624**</td>
<td>0.0094</td>
<td>0.0094</td>
</tr>
<tr>
<td>Median Income</td>
<td>-0.0000*</td>
<td>0.0000*</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Assistance</td>
<td>-0.0350*</td>
<td>-0.0306</td>
<td>-0.0196</td>
<td>-0.0191</td>
</tr>
<tr>
<td>Vacant Properties</td>
<td>0.0061</td>
<td>0.0024</td>
<td>-0.0062</td>
<td>-0.0054</td>
</tr>
<tr>
<td>Families in Poverty</td>
<td>0.0316**</td>
<td>0.0313**</td>
<td>0.0362**</td>
<td>0.0379**</td>
</tr>
<tr>
<td>Single-headed</td>
<td>-0.01522</td>
<td>-0.01377</td>
<td>-0.0105</td>
<td>-0.01259</td>
</tr>
<tr>
<td>Household</td>
<td>0.00881</td>
<td>0.0080</td>
<td>0.0071</td>
<td>0.0074</td>
</tr>
<tr>
<td>Crime</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Violent</td>
<td>0.0001</td>
<td>-0.0004</td>
<td>-0.0008</td>
<td>-0.0005</td>
</tr>
<tr>
<td>PCT Non-neg Homicide</td>
<td>0.0489</td>
<td>[0.0333]</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td>PCT Burglary</td>
<td>-0.0313</td>
<td>-0.0321</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCT Motor Vehicle Theft</td>
<td>1.1207**</td>
<td>0.2086</td>
<td>0.8356**</td>
<td>0.0873</td>
</tr>
<tr>
<td>PCT Assault</td>
<td>0.0124**</td>
<td>0.0029</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG Arson</td>
<td>-0.1606</td>
<td>[0.0980]</td>
<td>0.0396**</td>
<td>[0.0074]</td>
</tr>
<tr>
<td>BG Drug</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Officer Fixed Effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>242,534</td>
<td>242,534</td>
<td>278,482</td>
<td>278,482</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, **p<0.01
c. Inter-officer Disparities

We next test for evidence of inter-officer differences in the perception of whether an area is high crime. To provide a rough picture of inter-officer disparities, Figure 4 depicts a histogram of the rate at which each officer with 50 or more stops invoked HCA. The figure reveals dramatic disparities. Roughly 21 percent of officers invoked HCA in less than 25 percent of stops, while 40 percent invoked HCA over 75 percent of the time.

One conventional measure of inter-rater disparity is the mean absolute deviation—the average distance of each officer’s HCA invocation rate from the absolute average for all officers. To compute this number, we regress HCA on a model that contains only fixed effects for officer. We then compute the average distance of each officer’s fixed effect from the average HCA invocation rate of all officers. We find that officers’ HCA invocation rate is, on average, 27 percentage points away from the absolute average invocation rate of 58 percent.

Of course, at least some of this variation may be explained by the areas in which officers are assigned to patrol. We next regress HCA on fixed effects for both officer and census block group. Surprisingly, the absolute mean deviation of the fixed effects for each officer creeps up slightly to 29 percent. We obtain the same result when we also add suspect-level demographic variables. Taken together, these empirical results provide evidence of wide inter-officer disparities in the assessment of whether an area qualifies as high crime.


142. We cannot add ACS variables because we are using fixed effects for block groups and our block group-level ACS variables are constant throughout the study period.
3. Assumption 3: Do High-Crime Areas Predict Hits?

We have already found evidence that actual crime levels are poor predictors of whether an officer invokes HCA as a basis of suspicion. That finding suggests that whether an officer calls an area high crime may have little predictive power about whether the suspect is in fact engaged in a crime. We next put that hypothesis to test, to the extent we can, by fitting models to predict whether a stop results in one of three kinds of “hits”: (1) arresting a suspect; (2) finding a weapon; (3) finding any other contraband.

One caveat is in order. Our analysis here is necessarily limited because we can only observe the suspects that were stopped; we cannot observe suspects that officers chose not to stop (perhaps because they lacked reasonable suspicion). Still, our results are informative even if they are censored.

Table 12 depicts a series of linear probability models predicting whether an officer arrested a suspect during a stop. Model 1 contains an independent variable indicating whether the officer invoked HCA as a basis of reasonable suspicion and variables indicating the type of suspected crime. The model estimates that when an officer invokes HCA, the officer is 1.8 percentage points less likely to arrest the suspect. That is a 27 percent relative reduction compared to the baseline arrest rate of 6.6 percent. Model 2 adds variables for all other observable bases of suspicion in our data,\footnote{To see the results for each of the other variables measuring bases of suspicion, see Table A.1 in the Appendix.} which cut the HCA coefficient by just over half. Model 3 adds fixed effects for officers, which have little effect on the HCA
These results thus suggest that when an officer invokes HCA as a basis of a stop, the stop is less likely to result in an arrest.

Table 12. Predicting Arrest

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.077**</td>
<td>0.036**</td>
<td>-0.007**</td>
</tr>
<tr>
<td>High Crime</td>
<td>-0.018**</td>
<td>-0.007**</td>
<td>-0.007**</td>
</tr>
<tr>
<td>Suspected Crime</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other Bases of Suspicion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Officer Fixed Effects</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>N</td>
<td>1,636,384</td>
<td>1,636,384</td>
<td>1,636,384</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01

In Table 13, the dependent variable is whether the officer recovered a weapon during a stop. Model 1 estimates that police officers are 0.5 percentage points less likely to recover a weapon—a 42 percent relative reduction against the baseline rate of 1.2 percent. The results are similar when, in Model 2, we add variables for all other observable bases of suspicion in our data. When we add fixed effects for officers in Model 3, the coefficient remains statistically significant but drops by half. The models thus suggest that officers are less likely to recover a weapon when they invoke HCA to justify the stop.

Table 13. Predicting Recovery of a Weapon

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.015**</td>
<td>0.009**</td>
<td>-0.002**</td>
</tr>
<tr>
<td>High Crime</td>
<td>-0.005**</td>
<td>-0.004**</td>
<td>-0.002**</td>
</tr>
<tr>
<td>Suspected Crime</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other Bases of Suspicion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Officer Fixed Effect</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>N</td>
<td>1,636,384</td>
<td>1,636,384</td>
<td>1,636,384</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01

In Table 10, the dependent variable is whether the officer recovered contraband other than a weapon. Model 1 estimates that the correlation between HCA and the recovery of other contraband is near-zero and statistically

---

144. One other potential “hit” variable is whether the officer issued a summons, which is typically applicable to only very low-level offenses. When we substituted the arrest variable for the summons variable, the results were similar except that for Model 3, the p-value for the HCA variable was just above the 0.10 statistical significance threshold, at 0.13.

145. For the results for the variables measuring other bases of suspicion, see Table A.2 in the Appendix.
insignificant. That result doesn’t change when we add variables for all observable bases of suspicion in Model 2,\textsuperscript{146} or when we add fixed effects for officer in Model 3. Thus, the models suggest that when an officer invokes HCA to justify the stop, the stop is no more likely to result in the recovery of contraband.

<table>
<thead>
<tr>
<th>Table 14. Predicting Recovery of Other Contraband</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mod 1</strong></td>
</tr>
<tr>
<td>Intercept</td>
</tr>
<tr>
<td>[0.001]</td>
</tr>
<tr>
<td>High Crime</td>
</tr>
<tr>
<td>[0.001]</td>
</tr>
<tr>
<td>Suspected Crime</td>
</tr>
<tr>
<td>Other Bases of Suspicion</td>
</tr>
<tr>
<td>Officer Fixed Effect</td>
</tr>
<tr>
<td>N</td>
</tr>
</tbody>
</table>

Notes: † p<0.10, *p<0.05, ** p<0.01

Taken together, these results have at least two important implications. First, the absence of a positive correlation between HCA and all three hit variables implies that suspects are not more likely to be engaged in a crime when officers invoke HCA as a basis of suspicion to justify a stop. Second, the fact that the correlation between hits and HCA is negative for arrests and weapons suggests that officers may be invoking HCA as a basis of suspicion to manufacture the appearance of reasonable suspicion in some of their weakest stops.

V. IMPLICATIONS

Our empirical investigation raises serious questions about whether Wardlow’s empirical assumptions are satisfied in practice. Indeed, at least based on administrative data from the NYPD during an era of intensive use of stop and frisk policing, implementation of the high-crime area standard appears haphazard at best, and discriminatory at worst. Officers call nearly every block in the city high crime. Their assessments of high-crime areas are only weakly correlated with actual crime rates. The suspect’s race predicts whether an officer deems an area high crime as well as the actual crime rate itself. The racial composition of the area and the identity of the officer are stronger predictors of whether an officer deems an area high crime than the crime rate. And officers may even be using high-crime area as cover to bolster the appearance of constitutional validity in their weakest stops.

\textsuperscript{146} For the results for the variables measuring other bases of suspicion, see Table A.3 in the Appendix.
Short of reversing Wardlow, the courts have a number of tools at their disposal to address some of these problems with the doctrine. Perhaps most simply, they could develop more precise definitions about the geographic scope, temporal horizon, and kinds of crimes relevant in assessing whether an area is high crime. They could also demand more rigorous data in suppression hearings to support an officer’s claim that an area is high crime. But we suspect this solution would not go far enough because it would only address the tiny fraction of stops that result in a criminal charge and motion to suppress. A more aggressive judicial approach might prohibit a department from using high-crime areas to justify stops if there is evidence its officers are systematically misapplying the standard. Arguably, police departments that do not faithfully implement the high-crime area standard should not be able to use it to justify stops.

Police departments also have several options to regulate officers’ assessments of high-crime areas. As others have noted, one possible solution is for departments to promulgate guidelines officially designating certain areas as “high crime.” Under this system, officers could only invoke HCA to justify stops occurring within officially designated zones. Another option is for police supervisors to conduct routine audits of stop forms to provide feedback to officers about how they should apply the high-crime area standard. A department could also release public data to allow for external review.

Police departments can also look to new technological innovations in the field of predictive policing for help. Companies like PredPol and HunchLab have recently developed systems to deliver data to officers’ smart phones about crime occurring in the surrounding area in real time. We can see at least two potential benefits. First, departments could use this technology to improve the quality of officers’ information about local crime rates and relieve officers of the need to rely on their own subjective and potentially unreliable intuitions. Second, going a step further, this technology could also reduce officers’ discretion in deciding whether an area is high crime. HunchLab, for example, uses machine

147. See Ferguson & Bernache, supra note 4, at 1593.
148. See supra note 18, and accompanying text.
149. Most simply, departments could provide data on the rate of HCA invocation by crime quantile. But departments could also provide some or all of the validation procedures we have applied in this paper.
150. See supra note 21.
151. For a more detailed discussion of these companies’ technologies and services, see ANDREW GUTHRIE FERGUSON, THE RISE OF BIG DATA POLICING 62–67, 69–72 (2017).
learning algorithms to map “high-crime areas”—typically no larger than a few city blocks—and then sends that information to officers on patrol. While HunchLab’s algorithms currently define high-crime areas based on departmental goals of crime reduction, police departments could develop new algorithms based on the Fourth Amendment’s definition of high-crime areas.

In defining high-crime areas empirically, departments must choose their data carefully. First, they should take care to minimize the influence of racial and socioeconomic biases on the construction or definition of high-crime areas. As many others have noted, the output of machine learning algorithms can be affected by biases in the data on which they are trained. For example, if a police department assigns a disproportionate number of officers to patrol communities of color, those communities will contain a disproportionate number of arrests. Defining high-crime areas based on arrest data would then make communities of color appear more dangerous than they are and might also create a kind of high-crime feedback loop. Data on criminal complaints filed by citizens are perhaps a better—albeit imperfect—measure of crime that are less likely to incorporate biases or generate feedback loops.

In addition to the specific proposals we have offered here, the implications of our analysis extend beyond Wardlow and the high-crime area standard. Indeed, officers rely on countless other factors in justifying the hundreds of thousands of stops they conduct each year, and officers may very likely be applying some of those factors unfaithfully as well. That’s particularly true for softer factors, like suspicious bulges and furtive movements, which officers frequently cite as bases for stops. Yet, we are unaware of any other empirical

153. HunchLab, supra note 152.
155. See, e.g., Danielle Ensign et al., Runaway Feedback Loops in Predictive Policing, 81 PROCEEDINGS OF MACHINE LEARNING RES. 1 (2018), https://arxiv.org/abs/1706.09847 [https://perma.cc/8HD4-4246] (finding crime data systems can “be susceptible to runaway feedback loops, where police are repeatedly sent back to the same neighborhoods based on prior deployments regardless of the true crime rate”).
156. Still, complaint data is not without its own set of biases. Residents of certain neighborhoods—particularly those that are wealthier and have healthier relationships with local police—may report crimes more frequently, thereby giving the appearance that they have disproportionately more crime relative to neighborhoods with lower reporting rates.
157. Some courts have already expressed serious doubts about some softer factors, like furtive movements. See, e.g., Floyd v. New York, 959 F. Supp. 2d 668, 679 (S.D.N.Y. 2013) ("Furtive movements’ are an insufficient basis for a stop or frisk if the officer cannot articulate anything more specific about the suspicious nature of the movement."). Other subjective factors may also include suspicious bulges, sights or sounds of crime, or evasive actions. These factors are likely vulnerable to cognitive distortion and bias, especially in the context of race or threatening situations. See Jennifer Eberhardt et al., Seeing Black: Race, Crime, and Visual Processing, 87 J. PERSONALITY & SOC. PSYCHOL. 876, 880 (2004) (finding that subjects were more likely to perceive a weapon after seeing an image of a person with a darker skin shade); Andrew R. Todd, Kelsey C. Thiem & Rebecca Neel, Does Seeing Faces of Young Black Boys Facilitate the Identification of Threatening Stimuli?, 27 PSYCHOL. SCI. 384, 384 (2016) (finding that”participants had less difficulty . . . identifying threatening stimuli and more difficulty identifying nonthreatening stimuli after seeing [images of] Black faces than after seeing
studies that attempt to validate the reliability and predictive validity of the factors that police use to form reasonable suspicion. Our analysis of high-crime areas is therefore just the first step. Empirical legal scholars should begin validating other common bases of reasonable suspicion.

Due to challenges in data availability, that project will be more difficult than our efforts to evaluate the high-crime area standard here. Indeed, unlike crime data, which is collected and published by police departments across the country, data on other common Fourth Amendment factors are not readily available. To gather that data, empirical legal scholars would need to directly observe officers’ conduct and the conduct of suspects on the street.

At least two research methodologies can help advance this research agenda. First, the popularization of high-definition body cameras offers a new window to collect data on the process by which officers form reasonable suspicion. Researchers today can systematically code body-camera footage to evaluate the accuracy of police officers’ claims that, for example, suspects were engaged in suspicious or evasive movements, were casing a commercial establishment, were concealing contraband, or were engaged in any other actions indicative of crime.

Second, empirical researchers can apply systematic social observation (SSO), a traditional method of data collection in the policing literature.158 In SSO studies, a neutral observer accompanies an officer on patrol, recording what the officer does and says based on predetermined rules and protocols. SSO is useful because it allows participant observers to directly witness how officers form suspicion and decide whether to stop suspects. That officers would be aware they are being observed, of course, could bias their behavior,159 but these concerns can be diminished by careful training and monitoring of researcher-police interactions.160

At least one study by Geoffrey Alpert, John MacDonald, and Roger Dunham successfully used this approach to study how officers in the Savannah Police Department—an agency with approximately 400 officers—develop

White faces”); see also Richard R. Johnson & Mark A. Morgan, Suspicion Formation Among Police Officers: An International Literature Review, 26 CRIM. JUST. STUD. 99, 100, 107–09 (2013) (discussing how officers use racial characteristics and non-verbal cues in developing suspicion about suspects on the street).


160. Reiss, Jr., supra note 158, at 3–5, 27–30 (discussing potential challenges of estimating the effects of observation in the measurement of social phenomena).
reasonableness of suspicion.\textsuperscript{161} Trained observers accompanied randomly selected officers on 132 8-hour shifts during a period of 8 months. The observers were trained to “document the police officer’s actions and reactions as well as any interactions that occurred with citizens” and “record the sequence in which the events unfolded.”\textsuperscript{162} They were also trained to “remind and prompt officers to ‘think out loud’” when something or someone raised officers’ suspicion.\textsuperscript{163} And they were also trained to record “when officers seemed to take notice of something and whether they acted on it, and to question the officer about his or her thoughts and feelings about the observation.”\textsuperscript{164} The most important data that the observers recorded were the bases of suspicion identified by the officers, but they also recorded other relevant variables, including suspect race, the racial composition of the area, and the type of action in which the suspect was engaged.\textsuperscript{165} In total, the study observed officers forming suspicion 174 times, which demonstrates the feasibility of using SSO to collect data on the process by which officers form reasonable suspicion.

In future empirical work, legal scholars can use body camera footage or SSO to validate the most common factors invoked by officers to establish reasonable suspicion. They can do so by assessing the factual accuracy of police officers’ claims about the presence of these factors and by examining whether they are in fact predictive of criminal behavior. Armed with that information, scholars and courts will have a clearer picture of what Fourth Amendment factors provide a reliable basis for reasonable suspicion and meaningful protection against unreasonable intrusions on personal privacy.

\begin{footnotesize}
\textsuperscript{161} Alpert, MacDonald & Dunham, supra note 111, at 417–19.
\textsuperscript{162} Id. at 418.
\textsuperscript{163} Id.
\textsuperscript{164} Id.
\textsuperscript{165} Id. at 419 (noting that observers reported “behavioral criteria”—which the authors defined as “specific actions by citizens that were either illegal or interpreted...as suspicious”—and nonbehavioral criteria—such as the suspect’s “appearance, the time and place” and any suspect descriptions provided to the officer).
\end{footnotesize}
Table A.1. Modeling Arrest, Full Results

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.077**</td>
<td>0.036**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Circumstances Leading to Stop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Crime</td>
<td>-0.018**</td>
<td>-0.007**</td>
<td>-0.007**</td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.001]</td>
</tr>
<tr>
<td>Criminal Object</td>
<td>0.129**</td>
<td>0.123**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.006]</td>
<td>[0.005]</td>
<td></td>
</tr>
<tr>
<td>Suspect Description</td>
<td>0.034**</td>
<td>0.036**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Suspicious Bulge</td>
<td>0.004*</td>
<td>0.015**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Casing</td>
<td>-0.016**</td>
<td>-0.018**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Lookout</td>
<td>-0.019**</td>
<td>-0.018**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Clothes</td>
<td>-0.019**</td>
<td>-0.015**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Drug Transaction</td>
<td>0.024**</td>
<td>0.012**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.004]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Furtive Movements</td>
<td>-0.001</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Violent Crime</td>
<td>0.003†</td>
<td>0.005**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.026**</td>
<td>0.033**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Additional Circumstances</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Witness Report</td>
<td>0.084**</td>
<td>0.085**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.003]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Proximity to Crime</td>
<td>0.003*</td>
<td>0.014**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Criminal Associates</td>
<td>0.004*</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Sights/Sounds of Crime</td>
<td>0.042**</td>
<td>0.052**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.005]</td>
<td>[0.004]</td>
<td></td>
</tr>
<tr>
<td>Change Direction</td>
<td>-0.003*</td>
<td>-0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Evasive Behavior</td>
<td>0.027**</td>
<td>0.029**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Ongoing Investigation</td>
<td>0.009**</td>
<td>0.004**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>-0.005**</td>
<td>-0.002*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.035**</td>
<td>0.046**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.004]</td>
<td>[0.003]</td>
<td></td>
</tr>
<tr>
<td>Suspected Crime</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Officer Fixed Effect</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>N</td>
<td>1,636,384</td>
<td>1,636,384</td>
<td>1,636,384</td>
</tr>
</tbody>
</table>

Electronic copy available at: https://ssrn.com/abstract=3379361
Table A.2. Modeling Recovery of a Weapon, Full Results

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>0.015**</td>
<td>0.009**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td><strong>Circumstances Leading to Stop</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Crime</td>
<td>-0.005**</td>
<td>-0.004**</td>
<td>-0.002**</td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Criminal Object</td>
<td>0.087**</td>
<td>0.085**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.004]</td>
<td>[0.004]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Suspect Description</td>
<td>-0.002**</td>
<td>-0.001*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Suspicious Bulge</td>
<td>0.016**</td>
<td>0.020**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td></td>
</tr>
<tr>
<td>Casing</td>
<td>0</td>
<td>0</td>
<td>-0.006**</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.001]</td>
</tr>
<tr>
<td>Lookout</td>
<td>-0.001**</td>
<td>-0.001*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td></td>
</tr>
<tr>
<td>Clothes</td>
<td>-0.006**</td>
<td>-0.004**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Drug Transaction</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Furtive Movements</td>
<td>-0.006**</td>
<td>-0.005**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Violent Crime</td>
<td>0.001*</td>
<td>0.001†</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.008**</td>
<td>0.011**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td><strong>Additional Circumstances</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Witness Report</td>
<td>0.005**</td>
<td>0.006**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.001]</td>
</tr>
<tr>
<td>Proximity to Crime</td>
<td>-0.002**</td>
<td>0.011**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Criminal Associates</td>
<td>-0.001*</td>
<td>-0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td>Sights/Sounds of Crime</td>
<td>0.009**</td>
<td>0.010**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.002]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Change Direction</td>
<td>-0.001**</td>
<td>-0.001**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td></td>
</tr>
<tr>
<td>Evasive Behavior</td>
<td>0.001†</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td></td>
</tr>
<tr>
<td>Ongoing Investigation</td>
<td>0.003**</td>
<td>0.003**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>Time</td>
<td>0.001</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.000]</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.014**</td>
<td>0.012**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.002]</td>
<td>[0.001]</td>
<td></td>
</tr>
<tr>
<td><strong>Suspected Crime</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Officer Fixed Effect</strong></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

N 1,636,384 1,636,384 1,636,384
Table A.3. Modeling Recovery of Other Contraband. Full Results

<table>
<thead>
<tr>
<th></th>
<th>Mod 1</th>
<th>Mod 2</th>
<th>Mod 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>0.02**[0.001]</td>
<td>-0.001[0.001]</td>
<td></td>
</tr>
<tr>
<td><strong>Circumstances Leading to Stop</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Crime</td>
<td>0 [0.001]</td>
<td>0.001 [0.001]</td>
<td>0 [0.000]</td>
</tr>
<tr>
<td>Criminal Object</td>
<td>0.058**[0.003]</td>
<td>0.054**[0.003]</td>
<td></td>
</tr>
<tr>
<td>Suspect Description</td>
<td>0.001*[0.001]</td>
<td>0.002*[0.001]</td>
<td></td>
</tr>
<tr>
<td>Suspicious Bulge</td>
<td>0.003**[0.001]</td>
<td>0.007**[0.001]</td>
<td></td>
</tr>
<tr>
<td>Casing</td>
<td>-0.001 [0.000]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lookout</td>
<td>-0.006**[0.001]</td>
<td>-0.005**[0.000]</td>
<td></td>
</tr>
<tr>
<td>Clothes</td>
<td>-0.006**[0.001]</td>
<td>-0.004**[0.000]</td>
<td></td>
</tr>
<tr>
<td>Drug Transaction</td>
<td>0.020**[0.003]</td>
<td>0.013**[0.002]</td>
<td></td>
</tr>
<tr>
<td>Furtive Movements</td>
<td>0.003**[0.001]</td>
<td>0.005**[0.001]</td>
<td></td>
</tr>
<tr>
<td>Violent Crime</td>
<td>-0.002**[0.001]</td>
<td>-0.002*[0.002]</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.011**[0.001]</td>
<td>0.012**[0.001]</td>
<td></td>
</tr>
<tr>
<td><strong>Additional Circumstances</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Witness Report</td>
<td>0.007**[0.001]</td>
<td>0.006**[0.001]</td>
<td></td>
</tr>
<tr>
<td>Proximity to Crime</td>
<td>0 [0.001]</td>
<td>0.003**[0.000]</td>
<td></td>
</tr>
<tr>
<td>Criminal Associates</td>
<td>0.003*[0.001]</td>
<td></td>
<td>0 [0.000]</td>
</tr>
<tr>
<td>Sights/Sounds of Crime</td>
<td>0.018**[0.002]</td>
<td>0.021**[0.002]</td>
<td></td>
</tr>
<tr>
<td>Change Direction</td>
<td>0.001*[0.001]</td>
<td>0.001†[0.000]</td>
<td></td>
</tr>
<tr>
<td>Evasive Behavior</td>
<td>0.012**[0.001]</td>
<td>0.012**[0.001]</td>
<td></td>
</tr>
<tr>
<td>Ongoing Investigation</td>
<td>0.006**[0.001]</td>
<td>0.002**[0.001]</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>-0.001*[0.001]</td>
<td>0 [0.000]</td>
<td>0 [0.000]</td>
</tr>
<tr>
<td>Other</td>
<td>0.014**[0.002]</td>
<td>0.016**[0.001]</td>
<td></td>
</tr>
</tbody>
</table>

| Suspected Crime        | ✓              | ✓              | ✓              |
| Officer Fixed Effect   |                |                | ✓              |
| N                      | 1,636,384      | 1,636,384      | 1,636,384      |