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ABSTRACT

The increasing use of AI and autonomous systems will have revolutionary impacts on society. Despite many benefits, AI and autonomous systems involve considerable risks that need to be managed. Minimizing these risks will emphasize the respective benefits while at the same time protecting the ethical values defined by fundamental rights and basic constitutional principles, thereby preserving a human centric society. This Article advocates for the need to conduct in-depth risk-benefit-assessments with regard to the use of AI and autonomous systems. This Article points out major concerns in relation to AI and autonomous systems such as likely job losses, causation of damages, lack of transparency, increasing loss of humanity in social relationships, loss of privacy and personal autonomy, potential information biases and the error proneness, and susceptibility to manipulation of AI and autonomous systems. This critical analysis aims to raise awareness on the side of policy-makers to sufficiently address these concerns and design an appropriate AI governance regime with a focus on the preservation of a human-centric society. Raising awareness for eventual risks and concerns should, however, not be misunderstood as an anti-innovative approach. Rather, it is necessary to consider risks and concerns adequately and sufficiently in order to make sure that new technologies such as AI and autonomous systems are constructed and operate in a way which is acceptable for individual users and society as a whole. To this end, this article develops a graded governance model for the implementation of ethical concerns in AI systems reflecting the often-misjudged fact that, actually, there is a variety of policy-making instruments which policy-makers can make use of. In particular, ethical concerns do not only need to be addressed by legislation or international conventions. Depending on the ethical concern at hand, alternative regulatory measures such as technical standardization or certification may even be preferable. To illustrate the practical impact of this graded governance model for the implementation of ethical concerns in AI systems, two concrete global approaches are presented herein, in addition, which regulators,
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governments and industry could refer to as a basis for regulating ethical concerns associated with the use of AI and autonomous systems.
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INTRODUCTION

The relationship between mankind and machines has been a subject of emotional debates and visionary utopian poetry for many centuries, full of hopeful fascination and apocalyptic anxiety. The discussion certainly became more intense with the industrialization in the 19th and early 20th centuries, and it is becoming more urgent as a consequence of ever more digitalization and the implementation of artificial intelligence (“AI”). Therefore, we are not looking at an entirely new debate when we ask ourselves—often slightly critically and skeptically—what role we may have to or may be able to play when machines and automated systems take over more and more tasks originally performed by us. This discussion is probably more relevant than ever in view of the intensity of the expected automation on the basis of the implementation of AI-driven technologies.

Driven by stronger computational power, more sophisticated

---

1 Popular characters to be referred to in this regard are “Golem,” “Frankenstein” and more recent works such as “Terminator,” “Transformers” and “I, Robot.” For a comprehensive overview of the literary and artistic discussion of the relationship between humans and machines, see ULRIKE BARTHEMEß & ULRICH FUHRBACH, IRobot – uMan: künstliche Intelligenz und Kultur: Eine Jahrtausendealte Beziehungskiste (2012).


4 Winfried Oppelt, Mensch, Automat und Automatisierung, in: Möglichkeiten und Grenzen der Automation 31 (1965), already stated: “Außerdem muss die Frage studiert werden, ob nicht durch die Automation noch viel tiefgreifende Wandlungen und Wirkungen ausgelöst werden, die den Standort des Menschen innerhalb der Schöpfung grundlegend verändern, z. B. durch die sogenannten denkenden Maschinen, zwangs-läufige Entwicklungen, die kaum noch oder nicht mehr gesteuert werden können.”

algorithms and higher availability of vast amounts of good quality data, machines are increasingly able to act independently without human command. Moreover, AI-driven systems act on the basis of self-learning algorithms that enable them to perform in increasingly autonomous and often unexpected ways. This may enable AI to ultimately make, or at least influence decisions, that may conflict with our general ethical principles and values.

Ethical principles developed over centuries of history through difficult efforts despite strong resistance from the ruling class. It is an axiomatic assumption that irrespective of digitalization and automation, these ethical principles and values shall be preserved. Likewise, we assume there is a common understanding that new technologies should be used to further promote and establish ethical values and principles as basic guidelines for our daily life and be used to thereby develop “a good AI society.”

In a declaration on April 10, 2018, 25 EU Member States expressed their will to ensure “an adequate legal and ethical framework, building on EU fundamental rights and values” and to ensure that “humans remain at the centre of the development, deployment and decision-making of AI.” The European Commission’s Group on Ethics in Science and New Technologies pointed out that this requires a “collective, wide-ranging and inclusive process of reflection and dialogue” focusing “on the values around which we want to organize society and on the role that technologies should play in it.” This Article hopes to enrich this debate by looking at possible means and mechanisms for implementing ethical values in AI-driven technology in order to contribute to building a human-centric AI-society. The goal is to outline approaches on how to determine an AI governance regime that fosters the benefits of AI yet considers the relevant risks arising from the use of AI and autonomous systems. To this end, this Article

---

11 A different question is whether and to what extent AI shall be used at all for certain purposes. This question, relating, e.g., to the admissibility of using AI in automated weapon systems or creating humanoid robots, requires in-depth analysis and needs to be dealt with separately.
posits different concepts that could be applied to ensure that the use of AI does not conflict with ethical values. The first section of this Article will illustrate certain ethical concerns regarding the use of AI. The second section will outline and discuss the advantages and downsides of different governance instruments that could be referred to in order to implement ethics in AI applications. The third section will present various practical approaches for governance of AI applications. Based on these insights, the fourth section concludes with recommendations as to how a holistic AI governance regime could be developed.

I. DEFINITION OF BASIC TERMS

It is necessary to define some basic terms before explaining potential benefits and risks in AI applications.

A. Definition of AI

While an intense discussion is ongoing about the possible regulation of AI, there is still a lack of widespread agreement on the definition of AI. AI as a term was first coined by John McCarthy in the Dartmouth Summer Research Project of 1956. McCarthy defined AI as a machine that behaves “in ways that would be called intelligent if a human were so behaving.” This definition, however, does not say anything about the technical functionality of AI. Focusing more on a technology’s ability to adapt to changing circumstances, a further definition of AI refers to a “technology (software, algorithm, a set of processes, a robot, etc.) that is able to function appropriately with foresight of its environment.” The UK Government Office for Science defines AI as “the analysis of data to model some aspect of the world. Inferences from these models are then used to predict and anticipate possible future events.”

15 EPSC, supra note 6, at 2.
involves the creation of statistical models that are using series of algorithms or step-by-step instructions which computers can follow to perform a particular task.\(^\text{17}\)

Technically, AI is mainly powered by machine learning algorithms, i.e., algorithms that change in response to their own received inputs and consequently improve with experience.\(^\text{18}\) Machine learning must be distinguished from deep learning. Deep learning algorithms consist of several non-linearly connected layers (so-called neural networks) where each unit in the bottom layer takes in external data, such as pixels of images for the purpose of face recognition systems, and then distributes that information up to some or all of the units in the next layer. Each unit in that second layer then integrates its inputs from the first layer, using a simple mathematical rule, and passes the result further up to the units of the next layer.\(^\text{19}\) The input data accordingly passes through numerous layers of statistical data operations to produce the requested output data. Based on statistical techniques, such output is—as is the case for all AI-generated output—probabilistic in nature.\(^\text{20}\) In view of the different layers being non-linearly connected with each other in the form of neural networks, corresponding deep learning based processes become so complex that their decision-making processes become entirely opaque, and therefore decisions ultimately taken by such systems cannot be understood by humans anymore (the so-called black box effect).\(^\text{21}\) The multi-layered approach allows corresponding machines to not only follow pre-programmed decisions but also to respond to changes within their environment. Examples of this technology include the facial recognition systems referred to above and autonomous cars, which can make real-time decisions about speed and direction by administering sensor-based data without input from a human user.\(^\text{22}\)

In summary, AI can be described as a technology that is able to adapt itself to changing circumstances on the basis of a certain self-learning ability and produces specific output independent of human control.
B. Definition of Ethics

Ethics is commonly referred to as the study of morality. Morality, as used in this Article, is a system of rules and values for guiding human conduct, as well as principles for evaluating those rules. Consequently, ethical behavior does not necessarily mean “good” behavior. Ethical behavior instead indicates compliance with specific values. Such values can be commonly accepted as being part of human nature (e.g., the protection of human life, freedom, and human dignity) or as a moral expectation characterizing beliefs and convictions of specific groups of people (e.g., religious rules). Moral expectations may also be of individual nature (e.g., an entrepreneur’s expectation that employees accept a company’s specific code of conduct).

This broad definition is used here because this Article does not approach AI from a specific normative perspective and does not analyze AI in a moral sense; rather, this Article seeks to contribute to the discussion around the determination of appropriate regulatory means in order to implement ethics into AI. In addition, the benefit of this neutral definition of ethics is that it enables one to address the issue of ethical diversity from a regulatory and policymaking perspective.

II. ETHICAL CONCERNS IN AI APPLICATIONS

A. Potential Benefits of AI Applications

A recent study, conducted on behalf of the European Parliament, concludes that AI applications will be used in almost all fields of our daily lives. In each field, AI can provide benefits, including the reduction of economic inefficiencies and labor costs as well as an increase in high-skilled jobs. Moreover, AI can help companies understand their customers better and accordingly develop more customized products tailored to the specific needs of individual customers. The increasing flexibility of smart factories is likely to

24 See TAVANI, supra note 23, at 35.
26 Including applications for disabled people and the daily life of elderly people, healthcare, agriculture and food supply, manufacturing, energy and critical infrastructure, logistics and transport as well as security and safety. EPRS, supra note 5, at 9. For more information concerning the increasing relevance of AI applications, see Commission Communication on Artificial Intelligence for Europe, COM (2018) 237 final (Apr. 25, 2018) [hereinafter Artificial Intelligence for Europe].
play a decisive role in this regard.\textsuperscript{27} Better understanding of individual consumer needs allows for the development of more economically efficient sales and marketing strategies.\textsuperscript{28}

While these benefits appear to favor the company side of modern economic systems, AI applications may also provide benefits to consumers. These benefits may predominantly depend on where, and how, AI is to be applied. By way of example, looking at the individualization of the manufacturing process, one benefit to consumers is the increase in the variety of products. The flexibility associated with the implementation of smart factories further increases competition between companies that might previously not have been considered as competitors.\textsuperscript{29} Increasing competition can ultimately force companies to pass on an AI-driven reduction of production costs to their customers and result in lower prices.

B. Potential Risks of AI Applications

Despite the various potential benefits, AI poses a number of serious risks. These risks must be explored to ensure that human values can be sufficiently protected. Given AI’s possible disruptive impacts, society will only trust and use AI subject to appropriate means of protection.\textsuperscript{30} The risks, as well as the potential benefits, of AI applications strongly depend on the particular case. Still, several common areas of concern exist, which are summarized below.

1. Loss of Jobs

Technological change has traditionally been accompanied by fundamental societal changes, often including massive job losses.\textsuperscript{31} For instance, after the completion of the first U.S. transcontinental telegraph line in 1861, the services rendered by Pony Express riders became obsolete.\textsuperscript{32} Telegraph lines, however, soon became the basic fundament for the emergence of the new telecommunication industry, creating a myriad of new jobs over time. The increasing use of AI indeed poses the question of whether AI can be seen as the new

\textsuperscript{27} EPRS, supra note 5, at 14.
\textsuperscript{28} For an economic analysis, see VOLKER G. HILDEBRAND, INDIVIDUALISIERUNG ALS STRATEGISCHE OPTION DER MARKTBEARBEITUNG: DETERMINANTEN UND ERFOLGSWIRKUNGEN KUNDENINDIVIDUELLER MARKETINGKONZEPTE (1997).
\textsuperscript{29} For the details on this argument of supply side substitutability, see Commission Notice 1997 O.J. (C 372/5), ¶¶ 20–23.
\textsuperscript{31} For a description of the challenges associated with the increasing use of computers see Keith Abney et al., Robot Ethics: Mapping the Issues for a Mechanized World, 175 ARTIFICIAL INTELLIGENCE 942 (2011).
\textsuperscript{32} MICHAEL J. QUINN, ETHICS FOR THE INFORMATION AGE 24 fig.1.12 (7th ed. 2017).
telegraph line, creating a new job-intensive AI industry, or whether the delegation of more tasks to AI systems may lead to a significant number of job losses.\textsuperscript{33} There are significant uncertainties over whether a more automated, digital society and economy will leave sufficient opportunities for people to earn a livelihood.\textsuperscript{34} While precise calculations are still lacking, some studies conducted estimate that 49\% of activities used in jobs in the global economy\textsuperscript{35} and between 22\% and 44\%\textsuperscript{36} of jobs in the developed world could be lost as a consequence of an increasingly digitalized and automated economy. The STOA study conducted by the European Parliament Research Service in 2016, however, appears to be more optimistic and presents a more differentiated outlook. While this study predicts a loss in the number of jobs in the fields of agriculture, food supply and transportation,\textsuperscript{37} it predicts that other sectors will likely only see a change in the type of jobs, including a rise in the number of highly skilled jobs in relation to services rendered (e.g., for disabled and elderly people).\textsuperscript{39} Generally speaking, the more a job requires social


\textsuperscript{34} \textsc{German Fed. Ministry of Educ. & Research (Bundesministerium für Bildung und Forschung), Zukunftsmonitor IV: Wissen schaffen – Denken und Arbeiten in der Welt von Morgen} 3–6 (2017). 58\% of a group of 1,004 participating German citizens believed that digitalization and robotics will cause more job losses than create new jobs. \textit{Id.} at 3. 80\% believed that the main part of routine jobs will be done by machines or computer programs in the year 2030. \textit{Id.} at 4. 81\% expect that due to the speed of technological change more and more people will become increasingly isolated. \textit{Id.} at 6.


\textsuperscript{36} \textsc{Richard Berriman & John Hawksworth, Price Waterhouse Coopers, Will Robots Steal Our Jobs?} 1 (2017). The potential impact of automation on the UK and other major economies suggests that up to 30\% of UK jobs could potentially be at high risk of automation by the early 2030s, while figures differ for other economies (US: 38\%, Germany: 37\%, Japan: 24\%). \textit{Id.} at 16.

\textsuperscript{37} EPRS, supra note 5, at 23.

\textsuperscript{38} Note this designates discussing the replacement of standard taxis by driverless cabs a security and safety issue, but it is also relevant to the transport sector. \textit{Id.} at 53.

\textsuperscript{39} \textit{Id.} at 10. For a more differentiated and balanced approach to the evaluation of potential impacts of AI on employment and jobs, see \textsc{IEEE Glob. Initiative on Ethics of Autonomous & Intelligent Sys., Ethically Aligned Design – A Vision for Prioritizing Human Well-being with Autonomous and Intelligent Systems}, 136
intelligence, the less likely it is that such job will be computerized.\textsuperscript{40} A recent study conducted in the UK estimates that countervailing displacement and income effects are likely to broadly balance each other out over the next twenty years.\textsuperscript{41}

2. Liability for Damages Caused by AI Systems

As AI systems are used more frequently in close proximity to humans, it is important to determine who should be held liable for eventual damages caused by the operation of AI systems.\textsuperscript{42} This is even more relevant as a malfunction in automated systems may have multiplying effects.

The critical ethical issue is whether a human being should be responsible for damages caused by an AI-driven or otherwise automated machine, which after consideration of data has taken an autonomous decision that caused harm to human life, health or property. While one could argue that the person—having implemented or made use of the AI system in fulfillment of an owner obligation—is responsible, this question will become more critical as the decisions taken by AI systems become more autonomous. Legal accountability is generally not a given if independent events or decisions cause a specific damage, unless the law provides for strict liability regimes as is the case in European product liability law.\textsuperscript{43} Merely fault-based liability regimes might, therefore, expose victims of AI-caused damages to significant protection gaps.

\textsuperscript{40} Frey & Osborne, supra note 39, at 27, 40.
\textsuperscript{41} PricewaterhouseCoopers, UK Economic Outlook 49 (2018), https://www.pwc.co.uk/economic-services/ukeo/ukeo-july18-full-report.pdf.
It is debatable whether the existing mixture of fault-based damages compensation regimes and strict liability rules on product liability are appropriate for the potential harm caused by AI and autonomous systems.\textsuperscript{44} The concepts of responsibility, accountability and liability, consequently, are some of the fundamental legal and ethical concerns that need to be discussed in depth in relation to new AI applications.\textsuperscript{45} It is of utmost importance to critically review the concept of autonomy. As the technology stands today, even AI-driven machines are still programmed by humans and work within the limits of the respective human-made programming. Accordingly, it does not seem to be the right approach to consider an AI-driven decision as a truly autonomous decision which would protect from liability the person who programmed, used or manufactured the AI.\textsuperscript{46} This may, however, change when AI technology advances.

3. Lack of Transparency of AI

Another growing criticism is the lack of transparency within AI systems.\textsuperscript{47} The UK Information Commissioner’s Office expressly states: “The complexity of the processing of data through such massive networks creates a ‘black box’ effect. This causes an inevitable opacity that makes it very difficult to understand the reasons for decisions made as a result of deep learning.”\textsuperscript{48} Yet, 

\begin{footnotesize}
\begin{enumerate}
    \item According to a European Commission consultation of 2017, GROW/B1/HI/sv(2017) 3054035, “45% of producers, 58% of consumers and 44% of the other respondents (including public authorities and civil society) consider that for some products (e.g. products where software and applications from different sources can be installed after purchase, products performing automated tasks based on algorithms, data analytics, self-learning algorithms or products purchased as a bundle with related services) the application of the Directive might be problematic or uncertain.” For a first analysis, see European Commission, SWD (2018) 137 final, in particular nos. 2 and 4.
    \item IEEE, supra note 39, at 148; European Parliament, supra note 33 at rec. 49 et seqq.
    \item See, e.g., NICK BOSTROM & ELIEZER YUDKOWSKY, THE ETHICS OF ARTIFICIAL INTELLIGENCE, 1 (2011), available at https://intelligence.org/files/EthicsofAI.pdf. The lack of transparency is in particular due to the technical design of deep learning mechanisms, see infra section I.1.a.
    \item INFO, COMM’R’S OFFICE, supra note 16, at 10. For issues related to the black box effect in AI algorithms used for medicinal purposes, see W. Nicholson Price II, Black Box Medicine, 28 HARV. J.L. & TECH. 419, 432 (2015).
\end{enumerate}
\end{footnotesize}
transparency is necessary for different reasons. From a user perspective, transparency is important in order to build trust in the use of an AI system. Users need to understand what an AI system will do in different circumstances. AI systems should therefore not behave in an unexpected manner. If an AI system does something unexpected, the user, at least, needs to be informed of the reasons and parameters considered by the AI system.

Further, transparency is necessary in case of harm caused by AI systems so that an investigation of the respective accident may take place. In order to allocate responsibility to the relevant person or entity, Courts, lawyers and expert witnesses need to be in an appropriate position to understand why and how an AI system has taken certain decisions and actions. Finally, if the use of certain AI agents should be subject to marketing authorization or other approval procedures, competent authorities need to understand the functioning of such algorithmic agents. Otherwise, they would not be able to evaluate the risks associated with the operation of the relevant system. This need is already evident to the extent that AI systems are used for pharmaceutical purposes or within medical devices. For example, the FDA has already issued the first approval for a smart drug with an ingestible sensor embedded in a pill, which records that the medication was taken by the patient.

---


50 Bostrom & Yudkowsky, supra note 47, at 1.


4. Loss of Humanity in Social Relationships and Lack of Protection of Human Life and Human Dignity

Even more critical than possible job losses and liability issues, AI has the potential to cause fundamental changes to humanity.

What is changing in our young, fast growing digital civilisation is that we can delegate decisions in our individual, family or social lives to technology. Human existence can be subcontracted to software.

... We’ve already started putting aside our feelings, intuitions and dreams in favour of more reasonable choices, calculated by an algorithm and powered by objective data. ...53

In addition, more automation and reliance on AI for making decisions in our daily lives may lead to a decrease in social contacts. Indeed, increased man-to-machine interaction may result from AI applications such as healthcare robots in hospitals, service robots for elderly people, service robots used in the field of tourism and—last but not least—AI enabled toys. It is entirely unclear how these developments might affect our emotional life and ways of thinking. 54 Even typical human strengths such as emotions and intuition could be affected significantly by the increasing reliance on AI for decision-making purposes.55 The new technological developments around the implementation and use of AI will consequently give rise to fundamental questions such as what human life is, what humanity is, what human life and dignity mean and what the relationship to AI systems are when it comes to social interaction with corresponding machines. A further issue arising in relation to AI systems that are used for social interaction is how such systems should behave from an ethical and moral point of view and to what extent self-learning mechanisms and autonomous behavior should be allowed.56

54 Abney, supra note 31, at 942.
56 EPRS, supra note 5, at 8.
5. Loss of Privacy

An additional concern is the loss of privacy associated with AI. In order to make intelligent decisions, AI systems need to collect and process data. Thus, access to data is of fundamental importance for the further development of digital technologies in general, and AI in particular. In certain societies, protection and maintenance of privacy in data is a major ethical concern. In such societies, it is considered crucial to make sure that while accessibility of non-personal data is improved, there are sufficient data protection standards to protect personal data. From a European perspective, the General Data Protection Regulation, a new and stricter regulatory framework regarding the use of personal data, became effective on May 25, 2018.

Appropriate means and mechanisms must be implemented to protect AI systems against abuse. For instance with connected mobility, manipulation of automobile infotainment systems may eventually even cause traffic accidents. More concretely, an automobile’s connected mobility system that is not sufficiently protected against abuse may allow hackers to take remote control of the vehicles while they are in operation. The legal question of what liability a car manufacturer should have if its infotainment system is hacked is a matter of ongoing debate.

---


59 Artificial Intelligence for Europe, supra note 26, at 10.


6. Loss of Personal Autonomy

The development of intelligent assistants may be convenient and may help to manage administrative and other tasks of daily life. At the same time, the rise of intelligence and autonomy in machines and software tools may also decrease the intelligence and autonomy of the human user. “Digital dementia” is a phenomenon described by psychologists as a potential consequence of digital technology overuse describing the deterioration or breakdown of cognitive abilities. Overuse of digital technology may further impact personal autonomy, depending on the degree of digital assistance increasingly relied upon for the completion of even trivial tasks, like watering indoor plants. As a consequence of the growing reliance on digital assistance, basic human capabilities could get lost.

7. Restriction of Competition and Plurality of Opinions: Information Bias of AI and Autonomous Systems

A further critical issue is that AI applications reflect the background and bias of the source that programmed them. In view of the rapid development of digital products and markets, such bias multiply quickly and consequently have a widespread impact. The increasing use of algorithms can even reduce the plurality of views expressed in public discussions. For example, consider the use of chat bots. Chat bots pick up certain views and facts to share with as many readers as possible. Such automated mass distribution may cause a critical information bias and distort the actually predominant public opinion. This is a particular concern to society if wrong or biased facts (often referred to as so-called “fake news”) are intentionally spread by chat bots to influence certain decision-making processes. Corresponding new communication strategies may

---


64 MANFRED DANIEL & DIETER STRIEBEL, KÜNSTLICHE INTELLIGENZ, EXPERTENSYSTEME: ANWENDUNGSFELDER, NEUE DIENSTE, SOZIALE FOLGEN 103 (1993).

65 EPSC, supra note 6, at 7.

66 Id.

consequently even be liable for charges of tortious interferences on elections and other democratic decision-making procedures.\textsuperscript{68}

In addition to a possible reduction of the plurality of views and opinions, algorithms may also reduce competition and thereby negatively impact innovation.\textsuperscript{69} The Department of Justice, for instance, found a group of Amazon marketplace sellers guilty of an antitrust infringement by having designed and shared among themselves dynamic pricing algorithms programmed to act in conformity with their agreement.\textsuperscript{70} Corresponding concerns may arise if companies engage in the use of the same pricing algorithms. Using the same algorithms could also result in price fixing above the competitive level.\textsuperscript{71}

8. Error Proneness and Susceptibility to Manipulation of AI

Using and implementing AI from a technical perspective means using and implementing software and computer systems. It also needs to be born in mind that AI-generated decisions and results are based on algorithms using statistical models by analyzing certain amounts of data.\textsuperscript{72} The use of statistical models, however, may generate wrong decisions and results, either because the data analyzed for a specific case does not accurately reflect the individual circumstances of the respective scenario, because the data analyzed is biased or incorrect, or because the statistical model is incomplete or incorrect.\textsuperscript{73} From a legal perspective, decision-making processes relying on statistical models involve an automatic discrimination with regard to these cases that differ from the statistical role model.\textsuperscript{74}

\begin{itemize}
\item \textsuperscript{70} Id. at 27.
\item \textsuperscript{71} Id.
\item \textsuperscript{72} See infra Section I.1.a.
\item \textsuperscript{73} Hofstetter, supra note 3, at 361 (“Die Einschätzung der Künstlichen Intelligenz wird dabei nicht immer zutreffen. Sie nehmen eine generelle Klassifizierung menschlichen Verhaltens vor, die auf Statistik beruht und deshalb von Unschärfe, das heißt Fehleinschätzungen, betroffen ist.”).
\item \textsuperscript{74} The German Federal Supreme Court stated that extrapolating from statistical data to individual cases poses general difficulties and that it is generally impossible to make a decision, based on statistical data,
Further, computer and software technology is susceptible to errors and manipulation.75 Even computer and software systems believed to be secure, like the network of the government of the Federal Republic of Germany, have already been hacked successfully.76 The German Federal Office for Information Security (BSI) concluded in its report on the State of IT Security in Germany 2017 that “the risk situation is continuously tense and at a high level.”77 According to the BSI, “vulnerabilities exist in software, and in some cases even hardware products, which are used most often. These vulnerabilities enable attackers to recover information or gain control over systems.”78 This indicates that software and hardware systems that are also the basis of AI are highly error-prone and susceptible to manipulation.

9. Manipulation, Surveillance and Illegal Behavior

Finally, AI involves a high risk of being abused for manipulation, surveillance, or other quasi-legal purposes. For instance, democratic elections may be manipulated,79 and facial recognition systems may be abused to control citizens.80 Companies

whether a result of a specific assessment is correct. Bundesgerichtshof [BGH] [Federal Court of Justice], Dec. 17, 1998, NEUE JURISTISCHE WOCHENSCHRIFT [NJW] 657, 658–61, (Ger.).


77 FED. OFFICE FOR INFO. SEC., supra note 75, at 75.

78 Id.


may further use price determination algorithms to agree on sales prices above market level and thereby harm consumers.\textsuperscript{81}

C. \textit{Specific Benefits and Risks Related to the Use of AI for Healthcare Purposes and Assisting Elderly People}

This section discusses the specific benefits and risks associated with AI in healthcare, given the prevalence of AI in this industry. In relation to healthcare, AI systems such as surgery robots and telemedicine (i.e., medical devices that can assist patients at home) provide obvious advantages. Surgery robots may be more accurate and less susceptible to personal and environmental performance issues. Telemedicine allows patients to be monitored at home by collecting real-time data of their health conditions, potentially significantly reducing hospital stays.\textsuperscript{82} Reduced hospital stays would reduce the patients’ risk of catching further infections. By allowing patients to recover at home, telemedicine may also reduce the time for their convalescence. In addition, the availability of medical assistance in rural areas and developing countries may be improved.\textsuperscript{83}

AI systems may also be suited to considering the individual particularities of patients and thereby fostering individualized patient treatment methods. An example is the increasing use of 3D printing technologies that can be used to fabricate tailor-made body part prosthetics.\textsuperscript{84} This may again benefit patients’ health and reduce the time for convalescence.

Ultimately, an AI-driven healthcare system using digital technology and smart home caring devices could even lead to a shift in the focus of the current healthcare systems towards preventive care.\textsuperscript{85} All of these trends—a more prevention-based medical system, reduced hospital stays, precision medicine, and reduced convalescence—may not only improve people’s health but also significantly reduce public healthcare costs.

Applications in this field may become all the more relevant in view of an aging society and increasing life expectancy, which will

\textsuperscript{83} \textit{Id.} at 85.
\textsuperscript{84} \textit{Id.} at 87.
result in a fundamentally different balance between generations within society.\textsuperscript{86} Elderly people may further benefit from smart home applications, wearable sensors, and robots, as these devices could assist them in their daily lives.\textsuperscript{87} For instance, the elderly could use AI to monitor their health conditions and call for medical help as soon as the need arises. To go one step further, AI could even take over the decision-making power of a distressed individual and could call for medical help irrespective of a user’s individual consideration and will.

These possible advantages to AI within the healthcare realm are counteracted by ethical concerns. In addition to the general concerns resulting from less personal interaction between humans, such scenarios give rise to the following fundamental ethical issues: Who decides the decision-making power of a particular AI system, and what should the level of autonomy of such a system be? Should AI decide in a paternalistic manner so that it can override the user’s will if this were deemed to be detrimental for the user’s health? Who is liable if an AI-driven decision is wrong and damages a user’s health? If an AI system monitoring its user permanently collects an extensive amount of data that could be of interest for burglars and other criminals, who is responsible for making sure that a respective AI system is not susceptible to being hacked? How can it be guaranteed that a user’s data is only accessible to persons authorized by the user? How can it be guaranteed that the considerations taken into account by an AI system can be traced back for the purpose of allocation of liability?

Several approaches exist for how to address these ethical concerns regarding the implementation of AI in healthcare. One idea is that AI systems should be designed so that they can always show their human user the registered process which led to their actions; this would permit the identification of any sources of uncertainty and show any assumptions the AI relied upon.\textsuperscript{88} Another proposal is to invite AI system designers to consider adopting an identity tag standard.\textsuperscript{89} Under such a standard, no AI system would be released without an identity tag in order to maintain a clear line of legal accountability.\textsuperscript{90} Moreover, the industry could consider implementing a standard that requires any and all AI systems be equipped with a specific technology that allows for an immediate stop of all operations of the system.\textsuperscript{91} Ultimately, the industry could agree on a

\begin{itemize}
\item \textsuperscript{86} European Parliament, supra note 33, Introduction, paragraph F.
\item \textsuperscript{87} See European Parliament, supra note 33, paragraphs 31.
\item \textsuperscript{88} IEEE, supra note 39, at 159.
\item \textsuperscript{89} Id. at 155.
\item \textsuperscript{90} Id.
\item \textsuperscript{91} Often referred to as the so called “kill switch.” See, e.g., Google Developing Kill Switch AI, BBC NEWS (June 8, 2016),
\end{itemize}
certain level of autonomy to be implemented in AI systems for elderly people and provide for a technology which makes sure that a user’s will can at all times override an AI-driven decision. AI could accordingly be programmed in a standardized manner guaranteeing that it always has to take a user’s latest will into account.\textsuperscript{92}

In light of these approaches, it is ultimately up to legislatures to decide on the allocation of liability and responsibility. Basic models that could be applied are either to hold the user of AI liable to the extent to which he makes use of the AI in order to complete his own task\textsuperscript{93} or to establish a regime of strict liability to be borne by the manufacturer, owner, or operator of the AI system in question.\textsuperscript{94} Alternatively, one could consider new laws introducing the concept of an “e-person” on the basis of which an AI system would be held directly liable.\textsuperscript{95} This would, however, require the establishment of an appropriate financing or insurance system to make sure that AI systems are sufficiently capitalized and cannot be abused as a potential way to circumvent liability.\textsuperscript{96}

As an interim result, even this very brief look at the potential use of AI for healthcare purposes makes it clear that the many risks and concerns that may arise cannot be resolved by one uniform approach. Instead, this example underlines the lack of a general answer to the question about which mechanism should be used for the implementation of ethics into AI systems. While certain ethical considerations can only be dealt with on a regulatory basis (e.g., the question of how liability and responsibility for damages caused by AI will be dealt with, or more basic questions like whether and to which extent AI constitutes a permissible technology to be used in a certain respect), others are more amenable to an implementation by setting

\textsuperscript{92} This is similar to the requirements which need to be complied with in order for a patient decree (so called “Patientenverfügung” in German) to be binding upon a medical doctor. For the criteria under German law, see BÜRGERLICHES GESETZBUCH [BGB] [CIVIL CODE] § 1901a para. 1.

\textsuperscript{93} Such a concept would be similar to the German concept of liability for acts committed by vicarious agents (so called “Erfüllungsgehilfen” in German) pursuant to BÜRGERLICHES GESETZBUCH [BGB] [CIVIL CODE] § 278.


\textsuperscript{95} Christiane Wendehorst, Die Digitalisierung und das BGB, NJW 2609 (2016); Bräutigam & Klindt, NJW 1137, 1138. (2015).

\textsuperscript{96} See also IEEE, supra note 39, at 148.
industry standards (e.g., the requirement of a control switch to make sure that AI system can be switched off at any time and the requirement that an AI system must keep a log of all of its actions and considerations). A successful implementation of ethics into AI systems, therefore, requires a mix of mechanisms and accordingly an in-depth coordination and discussion between the various stakeholders. The possible solutions will be discussed in more detail in the following sections.

III. MEANS TO IMPLEMENT ETHICS IN AI APPLICATIONS

The potential benefits of AI create a need to mitigate or, when possible, even rule out risks and other ethical concerns, so we can best use the technology. This Article intends to contribute some ideas on the development of an AI governance regime and how ethical decision-making processes can be implemented in specific AI systems from a policy-making perspective. To this end, and in order to take into account the multitude of potential ethical conflicts that may arise in the course of AI operations, the following section intends to review a variety of potential regulatory approaches. Technical solutions, as well as traditional regulatory approaches, will be considered including binding and non-binding measures of self-regulation. While technical solutions are directly implemented into an AI-driven product, regulatory approaches oblige manufacturers and/or users of such products to ensure that certain normative standards are complied with. In each respect, the corresponding benefits and drawbacks will be highlighted.

A. Technical Means and Mechanisms: Ethics Compliance by Design

Irrespective of potential regulatory approaches, it is necessary to think about how to construct AI systems technically in a way that such systems per se behave in an ethical manner, at least in specific critical situations (“ethics compliance by design”). This section will look at how AI systems can be programmed to behave ethically. This section starts with an overview of possible technical approaches to implement ethical decision-making principles into AI through bottom-up and top-down approaches. It then explains casuistic as well as dogmatic approaches. This will be followed by the concept of implementing a guardian AI. The section concludes that technical means, even though possible to a certain extent, are not sufficient to provide for the maintenance of ethical decision-making processes in a more automated and AI driven world.
1. **Overview on Technical Approaches to Implementing Ethics into AI**

   i. **Bottom-up Versus Top-down Approaches: The Tay Example**

      To implement ethical decision-making criteria technically, bottom-up or top-down approaches are possible.\(^97\) Using a bottom-up approach, machines would be expected to observe human behavior in specific situations and learn how to make ethical decisions on that basis. However, by observing people, the machines would not adopt what is ethical, but only what is common.\(^98\) In 2016, only shortly after its launch, Microsoft’s chat bot Tay started making racist, inflammatory, and political statements which had been taught to it by users determined to undermine it.\(^99\)

      Therefore, it appears that from a technical perspective a top-down approach is better suited to implement ethics into AI. Under a top-down approach, ethical principles would be programmed directly into an AI system.\(^100\) In the field of predictive policing, for instance, a sentencing algorithm could be programmed to ensure compliance with legal and ethical non-discrimination requirements. It could operate in a manner ensuring that racial-specific data is in no way used for making a social prognosis on the basis of which judges decide on whether or not a specific sentence can be suspended or not. A stricter top-down approach could even prohibit the use of AI for making prognostic judicial decisions.

   ii. **Casuistic Versus Dogmatic Approaches**

      Ethical principles could also be implemented in AI systems on a casuistic or dogmatic basis. Under a casuistic approach, machines would be programmed as to how to react specifically in each situation where they may have to take an ethical decision. For example, consider a healthcare robot that could be programmed to always consider the will of its user (i.e., the patient) before taking a specific action. If no clear will was previously expressed by the user in relation to a specific situation, the robot would need to ask for the user’s confirmation before taking action. In emergency situations, a healthcare robot could be programmed to first check its user’s

---


\(^98\) Etzioni, *supra* note 97.


\(^100\) Etzioni, *supra* note 97.
advance directive before initiating first aid measures. The robot could even be programmed to take different decisions depending on the type of emergency and the state of health of the user. Difficulties would, however, arise when no advance directive is available, and the user is not in a position to express its will anymore. Probably, in consideration of human life being protected as an absolute fundamental right, a default setting of the AI system in such a scenario should be take action that has the highest probability of saving the user’s life.

Second, rather than anticipating all possible scenarios where an AI system would need to take an ethical decision and programming the AI system (like in the casuistic approach), AI could be programmed under a dogmatic approach. Under a dogmatic approach, systems could be programmed in line with a specific ethical school of thought—such as utilitarianism, Kantian ethic, Asimov’s Three Laws of Robots, or the Golden Rule—which requires that one should not treat others in a way that one would not like to be treated oneself and which as such is the basis of many international philosophies and different religions. A major issue with this idea, however, is that such an approach would blindly follow that specific school—making it a quite drastic approach. Further, blindly following a specific school may result in a decision that is, in a specific scenario, unethical. Most ethicists apply rules of different schools of thought to resolve a specific ethical issue in order to take well-balanced decisions, rather than just applying a single

103 See also JOHN FRANK WEAVER, ROBOTS ARE PEOPLE TOO 4 (2014) (“1. A robot may not injure a human being or, through inaction, allow a human being to come to harm. 2. A robot must obey the orders given to it by human beings, except where such orders would conflict with the First Law. 3. A robot must protect its own existence as long as such protection does not conflict with the First or Second Laws.”).
104 See, e.g., Matthew 7:12 (“So whatever you wish that others would do to you, do also to them, for this is the Law and the Prophets.”). For an overview, see BRIAN LEPARD, HOPE FOR A GLOBAL ETHIC 35 (2005); DIE “GOLDENE REGEL” IN DEN WELTRELIGIONEN, https://www.erdioezese-wien.at/dl/OKrJkjiMnkJjx4kJK/11JKW_Goldene_Regel_Zivilcouragent_konkret_ -Schulmodul.pdf (last visited Oct. 6, 2018).
doctrinae thought. Moreover, it is not yet clear whether AI systems could be so programmed to singularly follow a specific school.

Therefore, it appears—at least for the time being—that the preferable technical approach for programming ethical principles into AI systems is to do so on a more casuistic basis, relying on specifically programmed decision-making structures. Still, it remains the AI system designers’ challenge to generally deal with this question and decide on which design philosophy they choose for algorithmic decision-making frameworks. As a potential approach to resolve the issue of situation-specific ethics application, it is suggested that ethical requirements for computational systems should be developed collaboratively and in a sufficiently transparent manner. To this end, an ethical protocol on the basis of which the designer’s explicit ethical principles can be reviewed should be established. Such ethical protocols can then be referred to in order to achieve consistency in the decision-making process. For this purpose, close cooperation between researchers, developers and policy-makers is necessary in order to develop a common understanding of the relevant ethical principles on the basis of which the “good AI society” shall be developed.

2. Implementing AI on a Technical Meta-level

In view of the autonomous nature of decisions taken by AI, an AI-driven monitoring system that controls a machine’s compliance with a predetermined set of laws and ethical rules on a meta-level (“guardian AI”) could be developed. Such guardian AI could technically interfere in the basic AI’s system and directly correct unlawful or unethical decisions. Also, a corresponding guardian AI could be programmed to report the unlawful or unethical decision taken by the basic AI to an appropriate enforcement authority or agency. These requirements and benefits can be transformed into concrete technical solutions when they are available.

---

106 HEESSEN, supra note 102, at 282.
107 MITTELSTADT ET AL., supra note 5, at 12.
108 MITTELSTADT ET AL., supra note 5, at 13; CATH ET AL., supra note 8, at 20.
110 Etzioni & Etzioni appear to take a different view when they state that “there is little need to teach machines ethics even if this could be done in the first place.” Etzioni, supra note 97, at abstract. However, this is not convincing as the compliance of AI systems with ethical requirements requires a technical implementation of the corresponding requirements,
However, one of the difficulties of this approach can be demonstrated by the following scenario: With regard to autonomous driving, each time an autonomous car is driven above the speed limit, its AI Guardian reports the infraction. If the standard AI is merely copying the driving of human drivers in that setting, how is the correct punishment to be assessed? Indeed, in some cases it would be more dangerous not to speed, and thus, how should the AI deal with them? Likewise, the risk of dysfunctional decisions is significant when it comes to questions around social morality. For instance, in the field of criminal prosecution, a Guardian AI may face difficulties when it comes to sentencing and deciding whether or not a sentence shall be suspended on probation or not. A major question in this regard is whether and which criteria such as criminal records, type of offence, amount of damage caused, stability of social relationships, responsibility for the maintenance of children, parents or other family members shall be relied upon. When and in which cases should such criteria be referred to and who takes the responsibility for that decision? A Guardian AI following a specific pre-determined technical protocol might not be sufficiently flexible and empathetic to make the right decision.

3. The Insufficiency of Technical Means and Mechanisms

While a technical approach, whether casuistic or dogmatic, may nevertheless eventually be a possible means to resolve ethical issues in certain cases, such an approach is probably in any event insufficient to ensure that AI systems do indeed take into account ethical considerations for their decision-making process. AI systems are constructed by, need to be programmed by and will be used by humans and companies. Therefore, unless the persons and companies responsible for programming and using an AI system are committed to ethical standards for personal reasons, humans and companies will only program and use AI systems in an ethically aligned manner if they are forced to do so by binding legal rules or if they believe that a corresponding ethically aligned system design is beneficial for them, economically or otherwise. To make sure that AI systems behave according to ethical principles, it is therefore necessary to adopt a variety of regulatory mechanisms, including binding legal requirements or creation of economic incentives, to promote ethically aligned AI system design.

all the more when machines act increasingly without direct human control.
B. Regulatory Approaches: Policy-Making Instruments

Considering the insufficiency of technical means for the purpose of ensuring ethical AI decision-making processes, it is necessary to look to traditional regulatory approaches, via policy-making. The potential approaches—each discussed in turn—include legislation, international resolutions and treaties, bilateral investment treaties, self-regulation and standardization, certification, contractual rules, soft law, and agile governance. These can be referred to for the purpose of ensuring ethical compliance by those persons and companies constructing, selling, and using AI-driven machines and autonomous systems and thereby establish a human centric AI governance regime.

1. Legislation

   i. Pros and Cons of Legislation

Legislation is the typical regulatory approach to implement ethical rules such as the primacy of the user’s will, the obligation not to harm other persons, and the obligation not to destroy other people’s belongings. The advantage of legislation is that it provides for binding and enforceable rules that are established and consequently generally accepted on the basis of a democratic process ensuring transparency and participation of the people and relevant interest groups. Additional advantages are that the process of establishing legislation is subject to the rule of law, and legislation established within a democratic process is transparent. In certain contexts, legislation provides for at least a certain level of legal certainty and social acceptance.

However, legislation, even in democracies, also has some shortcomings. Due to the democratic lawmaking process and in light of corresponding compromises having to be made, laws often only protect a minimum consensus of ethical rules. Legislation may therefore not be an appropriate regulatory instrument insofar as specific ethical interests of selected individuals are concerned. At the same time, however, it has to be born in mind that laws may typically become necessary in order to protect interests and concerns of specific minorities. An additional significant disadvantage of legislation is the territorial limitation; laws, basically only bind people of and within the respective national states.\[111\] Also, the democratic lawmaking process is usually complex, lacks flexibility and therefore tends to be relatively slow. Therefore, it is often

\[111\] Particularities have to be taken into account in view of international political entities such as the European Union, where national Member States have referred selected sovereign powers to the European Union as an international body having the (limited) competence to enact laws that are automatically binding within all Member States. See 2012 O.J. (L 326/1).
difficult to respond to technical developments and corresponding regulatory needs quickly. Finally, legislation is often perceived as impacting innovation negatively. If true, this may ultimately put domestic businesses at a disadvantage in comparison to businesses residing in less regulated countries.

However, in certain circumstances, legislation may incentivize innovation as companies need to compete to adopt compliant technologies and business models. For instance, with regard to data protection, efficient legislation may even be considered to be a competitive advantage and incentivize businesses to develop innovative privacy by design solutions and transfer their registered offices to countries assuring a high level of data protection. The reason is that a strict level of data protection assures a higher level of trustworthiness on the side of consumers. Business models complying with correspondingly stricter standards of data protection are therefore more likely to be accepted by potential users. This consideration should also be born in mind in relation to other ethical rules and values. Customers might generally welcome the fact that businesses are subject to certain strict and binding statutory regulations and accordingly prefer services rendered by those companies that are subject to corresponding strict laws. A balanced governance approach, therefore, needs to take into account potential anti- as well as pro-competitive effects of legislative regulation.

\textit{ii. When the Principle of Democracy May Require Legislative Regulation}

From a policy-making perspective, whether legislation is chosen as an instrument for regulating ethical concerns depends on an overall view and balancing of all relevant aspects of the specific ethical concern, the specific use case of an AI-driven machine or automated system and the possible impacts of regulation. In some situations, legislation should be mandatory to protect people from

\begin{footnote}
112 EPSC STRATEGIC NOTES, supra note 6, at 6. With regard to the data protection standards as established by the EU General Data Protection Regulation, see supra note 60. As an interesting side note, this was confirmed by a number of selected industry companies (methodologically based on qualitative interviews conducted with selected industry representatives in the research group on data driven markets of the Max Planck Institute for Innovation and Competition, Munich). According to this, companies took the view that the strict European privacy regulation can amount to a potential advantage in international competition. The reason is that business models complying with European data protection rules may be more acceptable for consumers. Therefore, in particular in combination with corresponding certificates, strict regulation can—certainly depending on the circumstances of each case—foster economic growth and thereby public and private wealth.
\end{footnote}
potentially harmful products and technologies.\textsuperscript{113} In relation to facial recognition technology, Microsoft’s President Brad Smith stated: “While we appreciate that some people today are calling for tech companies to make these decisions – and we recognize a clear need for our own exercise of responsibility . . . we believe this is an inadequate substitute for decision making by the public and its representatives in a democratic republic.”\textsuperscript{114} German law generally acknowledges that all questions of a fundamental nature have to be taken by the parliament and should not be surrendered to other policy-makers (so called “Parlamentsvorbehalt”).\textsuperscript{115} The principle of Parlamentsvorbehalt ensures that rules governing such questions of a fundamental nature are established by following a formal procedure characterized by transparency, that provides for the participation of the parliamentary opposition, and provides the opportunity for the concerned persons and the public to voice their opinion.\textsuperscript{116}

iii. Examples for Legislative Regulation in the Field of AI

In many states governed by the rule of law, many existing laws can be applied to AI-driven technology. The remaining decisive question is whether the purposes of existing laws are well-suited to the particularities of AI, such as its lack of transparency, self-learning capabilities, propensity for error, and possible impacts on society and its fundamental values.

a. Application of Existing Laws

(1) Example 1: Data Protection Law

Data protection laws intend to ensure that personal data can only be used subject to the respective person’s prior consent. The underlying ethical value protected in this regard by the law is a person’s right to privacy and private autonomy. These rights, being based on the general right of personality, are fundamental. Consequently, they are considered to require regulation and protection by legislation in view of the aforementioned principle of Parlamentsvorbehalt.\textsuperscript{117} The German Federal Constitutional Court expressly decided on December 15, 1983 that, in particular with regard to automated data processing, data protection legislation was necessary to protect the so-called right to informational self-determination: “In view of the threats . . . that arise from the use of

\textsuperscript{113} For details regarding the regulation of new technologies, see Everhard Holtmann, Parlamentslehre 433 (Raban Graf von Westphalen, vol. 2, 1996).
\textsuperscript{114} Smith, supra note 80.
\textsuperscript{115} 13 Hans D. Jarass & Bodo Pieroth, Grundgesetz für die Bundesrepublik Deutschland art. 20, rec. 47 (2018); HOLTMANN, supra note 113, at 439.
\textsuperscript{117} Gurlit, Neue Juristische Wochenschrift [NJW] 2010, 1035, 1038 (Ger.).
automated data processing, the legislature must more than was the case previously, adopt organizational and procedural precautions that work counter to the threat of violation of the right of personality.\footnote{Bundesverfassungsgericht [BVerfG] [Federal Constitutional Court] Dec. 15, 1983, Neue Juristische Wochenschrift [NJW] 1984, 419 (Ger.). A free translation of parts of this decision is provided at https://freiheitsfoo.de/files/2013/10/Census-Act.pdf (last visited Oct. 6, 2018).} This ruling applies \textit{a fortiori} in a more and more digitalized environment and, in particular, with regard to deep learning based AI systems. AI related policy-making must consider this increased need for the protection of the general right of personality to ensure that relevant technologies provide the appropriate means to guarantee the mandatory data protection level.\footnote{A need “for ‘smart transparency’ by designing the socio-technical infrastructures” is also referred to by Mittelstadt et al., supra note 5, at 10.}

(2) Example 2: Liability

With regard to liability for damages caused by AI-driven technology, the European Commission has already started to review the existing legal framework and assess to what extent there may be a need for eventual changes to address the challenges posed by AI.\footnote{Commission Proposal for a Regulation of the European Parliament and of the Council Amending Regulation (EU) No. 168/2013 as Regards the Application of the Euro 5 Step to the Type-Approval of Two- or Three-Wheel Vehicles and Quadricycles, COM (2018) 137 final (Mar. 19, 2018).} Indeed, a careful evaluation is always required to decide whether additional, new, or AI-specific legislation is necessary. The German Federal Supreme Court’s Robodoc decision shows how existing rules can often be applied to new technologies. At issue was whether and under which circumstances a medical doctor may be liable for damages caused by the use of a computer assisted milling process (called “Robodoc”) for the implantation of a cementless hip joint prosthesis. According to the court, the use of a new medical procedure is indispensable. However, to sufficiently protect the private autonomy of patients, new medical techniques may only be applied to a patient if the patient was unequivocally informed that the use of the new method may bear unknown risks.\footnote{Bundesgerichtshof [BGH] [Federal Court of Justice] June 13, 2006, case no. VI ZR 323/04, NJW 2006, 2477 (Ger.); confirmed by decision March 27, 2007, case no. VI ZR 55/05, NJW 2007, 2767, 2769 (Ger.).} This rule can apply to AI \textit{mutatis mutandis}. Accordingly, in cases where AI is used within medical devices or in the course of surgeries, the functionality and risks associated with the use of the respective AI needs to be explained in detail. Only after being subject to subject to such
detailed information can a patient take an informed decision as to whether or not he or she agrees with the respective medical treatment. Respecting the free will of a person consequently requires at all times that AI technology and its *modus operandi* be understandable and transparent.

One specific case which needs to be considered is autonomous vehicles. In road traffic accidents, the driver and/or owner of a car is typically held liable for eventual damages. This approach, however, may not be appropriate with regard to autonomous cars. Therefore, there is already a debate as to whether the liability in case of accidents caused by autonomous cars should be shifted towards the car manufacturers.\textsuperscript{122}

(3) Example 3: Telecommunication Law

On February 17, 2017, the German Federal Network Agency banned a doll called Cayla from being sold and ordered the destruction of all devices which had already been sold.\textsuperscript{123} The legal basis of this decision was § 148 (1) no. 2, 90 of the German Telecommunication Act. The rationale was that because of the doll’s connectivity to its manufacturer (required because the doll was AI-enabled), the doll was effectively a spy on the child, recording all the data the child says to devices including their most precious secrets.\textsuperscript{124} Likewise, the agency was concerned that the devices were hackable, exposing children to threats such as pedophilia or ideological communications. Since then, the regulator has used the law to ban similar devices as well as smart watches.\textsuperscript{125} This strict approach adopted to protect children, one of the most vulnerable demographics, has a further legal basis in Art. 16 (1) of the


Convention on the Rights of the Child. According to this, “no child shall be subjected to arbitrary or unlawful interference with his or her privacy, family, home or correspondence.”

(4) Example 4: Taking Evidence in Court Proceedings

A further example of the possible application of existing regulation to AI is the use of technical applications for the taking of evidence in court proceedings. Section 244(3) 2 of the German Code of Criminal Procedure holds that an application to take evidence may be rejected if the evidence is wholly inappropriate. On this legal basis, the German Federal Court of Justice has decided expressly that evidence gathered by use of a certain polygraph-based method is wholly inappropriate and therefore cannot be relied upon for judicial decision-making purposes. This ruling, which was further confirmed by other German courts, was based on the finding of the court that the specific method for taking evidence by using polygraphs is not generally and unequivocally accepted among the relevant experts as a correct and reliable method for the taking of evidence. In addition, polygraphs rely on statistical data which cannot be extrapolated to individual cases. Finally, polygraph tests are susceptible to manipulation.

Similarly, AI is susceptible to errors and manipulation. As described above, AI algorithms are based on complex statistical calculations and lack a sufficient degree of transparency so that their mode of operation cannot be entirely understood by humans. It can therefore be concluded from existing German case law that—at least for the time being—AI-driven applications cannot be relied upon for the taking of evidence in court proceedings.

---

129 See supra Part I.1.
b. Eventual Need for New Laws

(1) Example 1: Defining Red Lines for AI

New regulation by legislation may become necessary to define certain red line areas where AI should not be used at all or used only to a strictly limited extent where use of AI would have disproportionally harmful impacts on individuals or society. While exactly where such red lines should be drawn requires an in-depth debate, three fundamental issues that should be considered for possible legislation are:

- First, do we want AI-powered humanoid robots with a physical human appearance to become part of our daily lives? It is not necessary for robots to have a physical humanoid appearance. Rather, in order to protect the unique nature and singularity of human life, a corresponding per se prohibition could be implemented. Such per se prohibition would meet the requirements of a broad and comprehensive protection of human dignity as the most fundamental value under Art. 1 of the Universal Declaration of Human Rights and Art. 1 of the European Charter of Fundamental Rights. The need for a broad protection of the singularity of human life further follows from Art. 3(2) subpara. 4 of the European Charter of Fundamental Rights. According to this, reproductive cloning of human beings is prohibited per se. Depending on their technological abilities and physical look, humanoid robots may in the future become more and more confusingly similar to humans, all the more as there is already significant research and

---

130 See for instance with regard to facial recognition systems the concerns expressed by Microsoft president Brad Smith. Smith, supra note 80.
131 The importance of human dignity as the lens through which to understand and design what a good AI society might look like is also suggested by Corinne Cath, Sandra Wachter, Brent Mittelstadt, Mariarosaria Taddeo, and Luciano Floridi. Cath, et al., supra note 8, at 21.
132 Universal Declaration of Human Rights, supra note 101. The importance of human dignity is underlined in the preamble, which bases the Declaration upon the “recognition of the inherent dignity and of the equal and inalienable rights of all members of the human family” as “the foundation of freedom, justice and peace in the world.”
133 Charter of Fundamental Rights of the European Union, supra note 101. Art. 1 expressly reads: “Human dignity is inviolable. It must be respected and protected.”
development activities ongoing in the field of bioelectronics.\textsuperscript{134} Whether from a technical policy-making perspective this could be considered as a new form of reproductive cloning or whether the wording of the Charter should be expanded accordingly, is a question which in view of its fundamental nature needs to be discussed separately.

- Second, stricter legislation may be required in relation to AI-driven weapon systems.\textsuperscript{135} In this regard, a group of leading AI scientists has signed a pledge calling “upon governments and government leaders to create a future with strong international norms, regulations and laws against lethal autonomous weapons.”\textsuperscript{136}

- A third critical question is whether AI should be involved in political and judicial decision-making processes.\textsuperscript{137} Insofar, a debate is already ongoing as to whether courts should be allowed to use risk-assessment tools for the purpose of sentencing in criminal cases.\textsuperscript{138}

\textit{(2) Example 2: Ex Ante Control Requirements for AI Algorithms and Post Launch Market Surveillance}

Taking account of the lack of transparency of AI systems and the fact that self-learning algorithms may behave in unexpected ways, “[l]awmakers on national and international levels should be encouraged to consider and carefully review a potential need to introduce new regulation where appropriate, including rules subjecting the market launch of new AI/AS driven technology to

\begin{itemize}
\item IEEE, \textit{supra} note 39, at 113.
\item This was considered by Park in a public expert hearing in front of the German Federal Parliament. Wortprotokoll der 85. Sitzung, Protokoll-Nr. 18/85, Deutscher Bundestag, Ausschuss Digitale Agenda, 22 March 2017, 35, https://www.bundestag.de/blob/526206/65ba7190b0b30f7dab815d27c8eba80/protokoll-data.pdf (last visited Oct. 6, 2018).
\item See \textit{State v. Loomis}: Wisconsin Supreme Court Requires Warning Before Use of Algorithmic Risk Assessments in Sentencing (Mar. 10, 2017).
\end{itemize}
prior testing and approval by appropriate national and/or international agencies.” The so-called “black box concern” therefore, is a major reason why AI algorithms should only be put on the market after prior rigorous testing. A corresponding ex ante control regime could either be modelled according to marketing authorization regulations which are, for instance, in place with regard to medicinal products. Alternatively, it could be modelled in accordance with the type approval systems in place for high-tech products such as motor vehicles and parts thereof.

From a legal perspective, the need to establish a marketing authorization or type approval regime for AI applications could in particular be required by the precautionary principle as a guiding policy-making rule. According to this, “where there is uncertainty as to the existence or extent of risks to human health, the institutions may take protective measures without having to wait until the reality and seriousness of those risks become fully apparent.” An emerging view argues that this principle should also be applied to

---

139 IEEE, supra note 39, at 160.
141 See supra note 51. Kate Crawford has recently called for corresponding regulation in the field of AI systems. BEUTH, supra note 140.
new technologies including AI. Given the complexity of corresponding considerations, this topic, as well, needs to be analyzed in depth separately. In particular, the potential of AI to cause harm needs to be assessed critically. A particular differentiation will have to be made between the development of artificial general intelligence and special purpose AI. For special purpose AI, which can only fulfill a specific limited task such as steering a car or responding to help desk calls, the respective use case will have a decisive impact on the relevant risk assessment and accordingly on the question whether and to what extent precautionary control measures are necessary. For artificial general intelligence, in view of its potential to behave and define its tasks independently, the more relevant question will be whether and to which extent such technology—should it be possible to be created at some point in time—shall be prohibited completely.

In addition, specific rules on post launch market surveillance need to be considered with regard to AI systems in order to avoid unwanted side effects and detrimental developments. This may include the need to set up a specialized administrative agency focusing on the surveillance of AI systems. The application of such rules could be a function of a new type of regulator referred to earlier.

2. International Resolutions and Treaties

Should an analysis of specific ethical concerns come to the conclusion that binding regulation is necessary but not sufficient to be dealt with on a national level, corresponding issues could also be addressed by international resolutions and treaties of international organizations. As is the case for national legislation, international resolutions and treaties are also binding. However, they are generally only binding upon the parties to the agreement, i.e., the states that signed the corresponding treaties. Public international law, in particular the Vienna Convention on the Law of Treaties, obliges the states to transform international resolutions and treaties into their respective national law. The major advantage of international resolutions and treaties is that they ultimately provide for

146 Scherer, supra note 109.
148 For Germany, the German Constitution sets out the need for a ratification of international treaties. Grundgesetz [GG] [Basic Law], § 59(2).
transnational binding and enforceable rules. In view of the ratification requirement, they are—as is the case for national legislation—subject to a democratic basis ensuring participation of the relevant persons and interest groups.

Some restrictions, however, apply. As a result of the ratification requirement, it is possible for national legislation to transform an international resolution or treaty into national law which provides for national particularities so that the purpose of harmonization is often not achieved. Further, the enforcement of corresponding rules is subject to national regimes because international law does not provide for immediate international law enforcement. A further downside is that as a consequence of the international law-making process and the often-difficult process of finding compromises between conflicting views of the various states, these resolutions tend to be vague and only provide rough and sometimes unclear guidance. Additionally, the process of finding agreement on an international level is usually extremely long. Irrespective, very basic and fundamental ethical principles and values should still be agreed upon on this basis in order to achieve transnational consensus as to the protection of fundamental human values and to underline the singularity and equality of human life. In view of the slow policy-making process on the international level, it remains necessary to consider additional and immediate legal action on a national level to address specific and immediate concerns which may arise from the use of new technology such as AI.

An example of an international initiative aimed at a new governance regime for AI-driven systems is the recent EU Parliament’s initiative on civil law rules for robots.\textsuperscript{149} Also, the UN has established its “Centre for Artificial Intelligence and Robotics” in The Hague which shall, amongst other tasks, perform a risk assessment and stakeholder mapping and analysis.\textsuperscript{150} More specifically, there is an ongoing debate around an international ban of AI-driven killer robots.\textsuperscript{151}

\textsuperscript{150} See UNICRI CENTRE FOR ARTIFICIAL INTELLIGENCE AND ROBOTICS, http://www.unicri.it/in_focus/on/UNICRI_Centre_Artificial_Robotics (last visited Oct. 6, 2018).
On July 12, 2018, the UN Secretary General appointed a High-Level Panel on Digital Co-operation. The Secretary General asked the Panel to contribute to the broader public debate on the importance of cooperative and interdisciplinary approaches to ensure a safe and inclusive digital future for all, taking into account relevant human rights norms. In its first report, the Panel made several recommendations to facilitate the development of “a global commitment for digital cooperation.” These recommendations included a call for “clear human accountability for autonomous systems.”

3. Bilateral Investment Treaties (BITs)

As an alternative to multinational treaties, states could consider addressing AI related concerns in BITs. States could, for instance, agree to establish certain protective measures in relation to AI systems. For example, marketing authorization requirements for certain AI systems, requirements to provide for certain strict liability regimes to recover damages caused by AI systems, or requirements to provide for transparency as regards the functioning and decision-making processes used by AI systems. The benefit in comparison to multinational treaties is that the process of finding an agreement is significantly less complex and that BITs may therefore be put into operation more quickly. Still, such rules are often quite broad and rather vague. Regulation contained in BITs often only provides for indirect protection of ethical principles. Corresponding agreements can only be used to enforce national protective legislation against foreign companies that have their registered seat in a state with whom a BIT is in place without risking investment treaty arbitration proceedings. For instance, if country X, where national legislation allows for unlimited use of AI in medical devices, enters into a BIT with country Y, where national legislation makes the use of AI in medical devices subject to an ex-ante marketing authorization requirement, a free trade agreement would usually provide that products from both countries can be sold freely on the respective two markets. As this would obviously put medical device companies residing in country Y at a disadvantage, country Y would usually require the implementation of a similarly strict marketing authorization requirement in country X or would negotiate an exemption from the free trade provisions with regard to medical devices. In case country X agreed to implement a similar marketing

153 Id.
155 Id.
authorization requirement, the question whether the appropriate level of protection is indeed provided for in country X would, in case of a dispute, have to be decided within investment treaty arbitration proceedings aimed at amending the legislation in country X. Therefore, the conclusion of BITs in practice often requires the parties to the agreement to adapt their respective legal regimes. For instance, Korea, when entering into a free-trade agreement with the EU, established a more transparent regulatory system in the field of pharmaceuticals.156

4. Self-Regulation and Standardization

An industry-driven private regulation approach can address the territorial limitation of state laws as well as the procedural complexity and length of legislative processes. With regard to AI and autonomous systems, technology standards could be developed that make use of technical measures providing for ethically compliant behavior by AI algorithms. That includes privacy by design, transparency by design, as well as potential kill switch technologies.

The benefit of self-regulation is that such approach is driven by industry and technology specific experts. The territorial applicability of technology standards would not be limited in scope. At the same time, a plurality of opinions and ethical regimes could be maintained. Potential disadvantages of technology standards are that their development may lack democratic legitimization and participation of the public.157 Since technology standards are generally agreed upon between industry stakeholders—which often involving competing companies—it is further crucial to comply with applicable competition law requirements.158 From a competition law perspective, to what extent technology standards employing ethical principles for AI systems can be agreed upon is a question that needs to be carefully assessed and answered on a case-by-case basis.

For example, technology standards such as transparency and identity tag standards could address accountability issues and ensure that AI systems record decisions taken and considerations relied upon by the AI. Further, to ensure controllability of AI and autonomous systems, one could consider the implementation of “kill-switch”

158 In Europe, Art. 101 TFEU has to be complied with. The European Commission has explained its rather generous approach as to the competition law assessment of standardization agreements. See Guidelines on the applicability of Article 101 of the Treaty on the Functioning of the European Union to horizontal co-operation agreements, 2011 O.J. (C 11) 1.
technology and agree on corresponding standards. Ultimately, one could even think of guardian AI systems that aim to ensure compliance of AI and autonomous systems with legal or other regulatory preconditions.

5. Certification

Similar to technology standards, compliance with ethical principles can be achieved by establishing certification systems. Certification systems offer the general advantages and legal concerns of self-regulation-based governance approaches as referred to above in relation to technical standardization. However, certification organizations may have the benefit of being exempt from application of competition laws. To what extent and under which circumstances that is the case, is subject to an ongoing discussion.\(^\text{159}\)

6. Contractual Rules

As an alternative to collective self-regulation measures such as standardization and certification, companies can opt to comply with certain ethical values and principles on a contractual basis using bilateral agreements. This is standard business practice; an example is a manufacturer-supplier relationship where so-called compliance clauses are implemented to make sure that no products made by exploitation of child labor are supplied. Respective contract clauses could be extended to the obligation of the parties to only use AI systems which comply with specific ethical principles.

A contractual approach is probably the most flexible way to ensure ethical compliance. Also, enforcement is relatively efficient and may be sought through the civil court system and alternative dispute resolution means. The disadvantage is that corresponding ethical rules would only be binding upon the parties to the contract.

\(^\text{159}\) Landgericht Köln [LG] [Regional Court of Cologne] Mar. 12, 2008, RECHTSPRECHUNG DER OBERLANDESGERICHTE IN ZIVILSACHEN [OLGZ] 1, 2008 (Ger.) (denying the applicability of competition law on the grounds that such organization is not acting commercially); Oberlandesgericht Düsseldorf [OLG] [Higher Regional Court of Düsseldorf] Mar. 30, 2011, RECHTSPRECHUNG DER OBERLANDESGERICHTE IN ZIVILSACHEN [OLGZ] 1, 2011 (Ger.) (tending towards applicability of competition law but actually referring the question to the CJEU); Oberlandesgericht Düsseldorf [OLG] [Higher Regional Court of Düsseldorf] Aug. 14, 2013, RECHTSPRECHUNG DER OBERLANDESGERICHTE IN ZIVILSACHEN [OLG] 1, 2013 (Ger.) (questioning the applicability of competition law ultimately left open by CJEU).
7. Soft Law

Finally, as an alternative to binding legislative measures, public international organizations can create soft law such as guidelines on ethical compliance of AI systems. A major advantage is that other than binding and enforceable statutory rules, guidelines and similar soft law may be established in less complex procedures. Soft law is consequently more flexible and can be adjusted to technical developments more easily. Also, soft law can be more specific than binding laws and can go—at least to a certain extent—beyond the usual minimum consensus which legislation by national and international organizations typically only manage to agree upon. The obvious downside is that soft law is not binding and not enforceable.

8. Agile Governance

Given the difficulties enumerated above and recognizing that AI implementing technologies are developing so swiftly that it is almost impossible for traditional legislation to keep up with them let alone get ahead, the World Economic Forum has created an ‘agile governance’ approach which incorporates many of the ideas in this white paper. The basic observation is that governments are responsible for protecting citizens from various harms caused by new products and technologies; this is traditionally accomplished by holding perpetrators accountable once the harm has occurred. With AI impacting society at unprecedented speed, scope, and scale, governments must protect the public before the harm occurs by promoting the responsible design, development and use of this transformative technology. This requires a more agile type of regulator (i.e., one that is proactively working with companies to ensure safety up front and not after-the-fact), without stifling the many societally beneficial uses of AI. The regulator of the future must be expert, nimble and work with companies to certify their products as fit for their purpose. This will not only protect citizens but also encourage innovation in the AI space because companies will not be at risk of wasting R&D expenditures on products that may be banned or regulated in the future.


161 The need for more flexibility on the side of regulators is also acknowledged by European Parliamentary Research Service. See supra note 6, at 17 (discussing logistics and transport as a use case for new digital technologies).
C. Monetary Incentives

In addition to the adoption of specific policy-making instruments, regulators have the option to create monetary incentives to guide the development and implementation of new technologies in line with certain policy goals. With regard to AI applications, regulators could, for example, subject the grant of research and development funding to the condition that respective R&D proposals and their results will comply with specific ethical requirements. To this end, the relevant core ethical principles would need to be defined as the first step, for instance within the framework of an ethics charter for AI applications. Such ethics charters could be issued in the form binding legislation or as soft law. Second, reference to mandatory compliance with such ethical principles would need to be made in research and development grants.

In view of the currently envisaged extensive amounts of funding to be granted for the benefit of research and development projects in the field of AI, it appears that concrete steps should be initiated immediately in order to ensure ethics compliance by AI applications. Conditioning research and development project funding with specific ethical requirements would ensure that, from the very beginning, companies would only develop and market such technology and related business models as are in line with the core values of our society.

III. TWO PRACTICAL APPROACHES TO IMPLEMENTING ETHICS IN AI SYSTEMS

The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems (“The IEEE Global Initiative”) and the World Economic Forum’s project on Artificial Intelligence and Machine Learning are concrete practical approaches for the implementation of ethics into AI and autonomous systems.

---


163 See European Commission, supra note 162.
A. The IEEE Global Initiative

The IEEE Global Initiative is a program of the Institute of Electrical and Electronics Engineers (“IEEE”) launched in December 2015. A primary goal of the IEEE Global Initiative is to ensure that technologists are educated, trained and empowered to prioritize ethical considerations in the design and development of autonomous and intelligent systems.\(^{164}\) To this end, the IEEE Global Initiative issued a document titled “Ethically Aligned Design – A Vision for Prioritizing Human Well-being with Autonomous and Intelligent Systems.”\(^{165}\) This describes the so-called IEEE P7000™ series specific proposals for actual operational standards which can be adopted by designers of AI and autonomous systems.\(^{166}\)

The report “Ethically Aligned Design” summarizes insights and recommendations that provide a key reference for the work of technologists in the related fields of science and technology who are developing and programming AI and autonomous systems. The document first identifies pertinent “Issues” and “Candidate Recommendations” which facilitate the emergence of national and global policies that align with these principles.\(^{167}\) Next, the document, and in particular its “Candidate Recommendations,” can be used as a basis for the development of operational standards.\(^{168}\)


\(^{166}\) Standardization projects of the P7000 series exist. See IEEE, supra note 44 at 4; ETHICS IN ACTION, https://ethicsinaction.ieee.org/ (last visited Oct. 6, 2018).

\(^{167}\) IEEE, supra note 44 at 3.

\(^{168}\) Concrete standardization proposals that are currently being discussed and developed are the following:

IEEE P7000™ – Model Process for Addressing Ethical Concerns During System Design
IEEE P7001™ – Transparency of Autonomous Systems
IEEE P7002™ – Data Privacy Process
IEEE P7003™ – Algorithmic Bias Considerations
IEEE P7004™ – Standard on Child and Student Data Governance
IEEE P7005™ – Standard for Transparent Employer Data Governance
IEEE P7006™ – Standard for Personal Data Artificial Intelligence (AI) Agent
One of the key concerns over AI and autonomous systems is that their operations must be sufficiently transparent for users, authorities and courts.\textsuperscript{169} The IEEE P7001™ standard intends to provide a guide for designers for self-assessing transparency during development and suggests mechanisms for improving transparency. This includes, for instance, the need for secure storage of sensor and internal state data, comparable to a flight data recorder.\textsuperscript{170} A further major concern relates to the maintenance of privacy.\textsuperscript{171} The IEEE Global Initiative addresses this concern in particular with its standardization proposal IEEE P7002™. The purpose of providing a standardized “Data Privacy Process” (IEEE P7002™) is to manage ethical issues for systems and software that collect personal data. The standard defines requirements for corporate data-collection policies and quality assurance. It includes a use case and data model for organizations developing applications. The standard also provides designers with ways to identify and measure privacy controls in their systems.\textsuperscript{172}

B. World Economic Forum’s Project on Artificial Intelligence and Machine Learning

The World Economic Forum, with its focus on international public-private partnerships, is building an excellent neutral and objective platform to help countries as well as businesses struggling with policy implementation and governance of AI. It has a number of projects on AI governance as well as other projects on governance of drones, blockchain, autonomous vehicles, the environment and technology, IoT, precision medicine, cross-border data flows, and e-commerce. All projects are required to include ethics and values, social inclusion and human centered design. The Forum is establishing Centers for the Fourth Industrial Revolution in San Francisco, Tokyo, Beijing and Mumbai. It will also establish ‘Affiliate Centers’ globally. At these Centers, governance projects for AI and other technologies will be co-created with governments, businesses, academics and civil society. Currently, the following projects are ongoing:

- IEEE P7010™ – Wellbeing Metrics Standard for Ethical Artificial Intelligence and Autonomous Systems

\textsuperscript{169} See supra Part I.3.c.
\textsuperscript{170} IEEE P7001™.
\textsuperscript{171} See supra Part I.3.e.
1. **Unlocking Public Sector AI**

Although AI holds potential for vastly improving government operations, many public institutions are cautious about harnessing it because of concerns over bias, privacy, accountability, transparency and overall complexity. Baseline standards for effective and responsible procurement and deployment of AI by the public sector can help overcome these concerns, opening the door to new ways for governments to better interact with and serve their citizens. Also, as a softer alternative to regulation, governments’ significant buying power and public credibility can drive private-sector adoption of these standards.

2. **AI Board Leadership Toolkit**

As AI increasingly becomes an imperative for business models across industries, corporate leaders will be required to identify the specific benefits this complex technology can bring to their businesses as well the concerns about the need to design, develop and deploy it responsibly. A practical set of tools can assist Board Members and decision-makers in asking the right questions, understanding key trade-offs, and meeting the needs of diverse stakeholders, as well as how to consider and optimize approaches, such as appointing a Chief Values Officer or creating an Ethics Advisory Board.

3. **Generation AI**

This project specifically deals with the development of standards for protecting children. AI is increasingly being imbedded in children’s toys, tools and classrooms, creating sophisticated new approaches to education and child development tailored to the specific needs of each user. However, special precautions must be taken to protect society’s most vulnerable members. Actionable guidelines can help address privacy and security concerns arising from data unknowingly collected from children, enable parents to have a part in understanding the design and values of these algorithms, and prevent biases in AI training data and algorithms from undermining educational objectives. Transparency and accountability can build the trust necessary to accelerate the positive social benefits of these technologies for all.173

4. **Teaching AI Ethics**

Decisions regarding the responsible design of AI are often made by engineers who receive little training in the complex ethical considerations of their designs’ various real-world uses. Universities are still struggling to find effective ways to integrate these issues into curricula for technical students. The World Economic Forum Global

---

173 For a practical example, see the Cayla decision of the German Federal Network Agency, in Part II.2.a.cc.(1)(c).
Future Councils on Artificial Intelligence and Robotics is creating a repository of actionable and useful material for faculty who wish to add social inquiry and discourse into their AI coursework.174

5. The Regulator of the Future

Another way of addressing the problem of adequate implementation of ethics into AI is to re-imagine the regulator to ensure that citizens, companies and governments are all capable of understanding and using advanced technologies while at the same time able to develop appropriate and risk-aware policies through a collaborative process. This is work being undertaken by the World Economic Forum out of its office in San Francisco.175

IV. AI Governance: Determining the Appropriate Regulation Design

The previous sections have shown that policy-makers can choose from a broad range of regulatory measures that enable them to determine a fine-tuned AI governance regime taking into account the particularities and possible impacts of AI and autonomous systems. Designing an appropriate AI governance regime requires an in-depth assessment of whether any regulation exists that can deal with the challenges associated with the increasing use of AI and autonomous systems adequately,176 or whether new regulation is needed. If regulation is required, the next question from a policy-making perspective is which regulatory instrument should be chosen. Answering these questions is a complex challenge as a careful risk assessment—often referred to as “impact assessment”—has to be conducted. This assessment is particularly complex with regard to the issue of AI-governance.

A. The Need to Conduct Risk Assessments for New Technologies

New technologies are generally driven by optimistic expectations of potential benefits which researchers and developers intend to achieve. However, new technologies, at the same time, always entail new risks. This can be illustrated best by examining the advent of nuclear power. The optimistic expectation was that this new technology would resolve the world’s energy supply problem. The consequences were the development of nuclear weapons and the fact that there is no environmentally friendly and sustainable way to deal with the nuclear waste. So what lesson is to be learned? Should society abstain from new technologies in view of the potential abuses and unwanted side effects? More concretely: Should the fear of an autonomous combat robot and other potentially uncontrollable AI systems stop us from using AI in general?

In a pragmatic sense, this question can only be answered in the negative. Because AI is already being used and developed, we need to focus on how to make good use of AI and how to avoid irreparable harm. History’s lessons should tell us to be cautious and assess potential risk scenarios carefully before implementing and establishing a potentially risky and uncontrollable new technology. On this basis, abuse and risk prevention means and mechanisms should be employed. A corresponding risk assessment and scientific review involving relevant experts and persons concerned may even result in the definition of use cases where a certain technology like AI should not be employed at all. For other use cases, specific preconditions such as the need to pursue marketing authorization procedures or implement specific security technologies may have to be considered.

Obviously, this may result in the need for additional regulation and corresponding law enforcement actions. However, this process, and the regulations which may ultimately be found to be appropriate as a consequence of such risk assessment, should be considered as a necessary precaution before moving forward into a more digitalized and automated living and working environment in order to avoid opening another Pandora’s box. Finally, the conduct of risk-benefit assessments and consequential implementation of risk and abuse prevention mechanisms not only protects people and their

178 See supra Part II.2.a.cc.(2)(a).
179 See supra Part II.2.a.cc.(2)(b).
fundamental rights but further increases general acceptance of new technologies and, therefore, ultimately results in economic welfare gains.

B. The Complexity of AI-Governance

Designing an appropriate AI-governance system is particularly difficult for several reasons. First, because of the diverse nature of ethical concerns. Second, due to the difficulty of determining the appropriate regulatory instrument. Third, because there are complex interactions between the relevant technology, the economy and markets, individual humans and the society as well as the environment and, ultimately, politics and regulation.

1. Ethical Diversity

The political debate is now addressing the urgent topic of the ethical and societal implications which the digital transformation in general, and AI in particular, is likely to have. A comprehensive list of ethical concerns has been presented by the European Commission’s Group on Ethics in Science and New Technologies. These are summarized in the table below:

| The ethical principles of the European Group on Ethics in Science and New Technologies |
|---------------------------------|---------------------------------|---------------------------------|
| Human dignity                   | Justice, equity, and solidarity | Security, safety, bodily and mental integrity |
| Autonomy                        | Democracy                       | Data protection and privacy     |
| Responsibility                  | Rule of law and accountability  | Sustainability                  |

As indicated above, it is not the purpose of this Article to discuss the content related to details around ethical principles that might be incorporated by AI applications. This requires a separate, broader and fundamental debate across national, religious and cultural boundaries. What is particularly relevant for the topic dealt with herein is the variety and diversity of ethical values, their priorities and relationship between them.

---

180 For details, see European Group on Ethics in Science and New Technology (EGE), supra note 10, at 16.
There are fundamental and universal concerns. For instance, Art. 2 of the Treaty on European Union states:

The Union is founded on the values of respect for human dignity, freedom, democracy, equality, the rule of law and respect for human rights, including the rights of persons belonging to minorities. These values are common to the Member States in a society in which pluralism, non-discrimination, tolerance, justice, solidarity and equality between women and men prevail.\textsuperscript{181}

Fundamental human values are further set out in the UN’s Universal Declaration of Human Rights and other declarations, which expand on these rights for specific groups, such as children.\textsuperscript{182} In contrast, other ethical concerns reflecting specific beliefs of certain individual ethical convictions or communities of values should only be regulated in a manner that reflects the voluntary nature of ethical compliance. This diversity of values needs to be taken into consideration when it comes to the possible regulation of ethics. Even a fundamental and generally accepted need—for example the protection of human dignity—may be controversial when defining specific requirements and duties to be complied with by concrete AI applications.

An assessment of ethical implications of AI applications also strongly depends on the relevant cultural and economic framework conditions. This is particularly apparent in the field of education and is addressed in the work of the World Economic Forum Teaching Ethical AI project. For example, from a US and European perspective the Cayla decision of the German Federal Network Agency\textsuperscript{183} will generally be considered to be ethically justified in view of the need to protect a child’s right to privacy. As more of these devices come onto the market, often marketed as educational toys, the questions which arise around the ethics of AI are writ large in this microcosm. Privacy, bias, surveillance, manipulation, democracy, transparency and accountability can all be challenged with an AI-enabled toy.

However, an ethical evaluation may be different from the perspective of developing countries. Most economists believe that accelerating and increasing access to education in developing countries is the best way to close the gap between the developed and developing world.\textsuperscript{184} The difficult question to be answered by

\textsuperscript{183} See supra Part II.2.a.cc.(1)(c).
\textsuperscript{184} Børge Brende, \textit{Why education is the key to development}, WORLD ECONOMIC FORUM (July 7, 2015),
regulators, then, is how these possible benefits can be balanced with the additional burdens and tasks to be borne on the side of the relevant AI companies. For instance, if a regulator should infer that an AI company may have access to children’s data through AI-enabled toys offered for educational purposes, should there be a duty on the company to red flag children who share suicidal thoughts, other self-harming behavior or threat scenarios? Ethically, one could argue that technology enables a company to protect a child’s life by informing its parents of possible dangerous scenarios. Whether privacy and private autonomy or the protection of a child’s health and life should have greater weight, however, will most likely not be decided unanimously across the globe.

2. Selecting the Appropriate Regulatory Instrument

Good AI governance requires the right regulatory instrument to be chosen for each ethical concern. Policy-makers should consider the diverse nature of ethical concerns and work on the basis of a graded governance system for ethical concerns in AI and autonomous systems to determine the appropriate content and technique for regulation. A corresponding graded governance model can be illustrated as follows:

![Graded governance model for the implementation of ethical concerns in AI systems](image)

In view of the diversity of ethical values explained above, it must be acknowledged that there can be no “one size fits all” solution. As has been pointed out before, formal legislation may in particular be required under principles such as the German
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constititutional principle of “Parlamentsvorbehalt” in case the use of new technologies has material impacts on the protection of fundamental rights and constitutional principles.\(^{185}\) Also, the obligation not to cause harm to other people, the need to compensate with damages in case harm is caused and the obligations to respect personal rights, autonomy and privacy are generally subject to regulation by statutory laws on national and international level. In this regard, the precautionary principle may further call for binding legislation.\(^{186}\)

In contrast, individual ethical concerns following personal convictions might best be realized by individual, bilateral contractual agreements which are only binding upon the parties to such agreements. Value communities following group specific convictions might be interested in the development of self-regulation based certification systems that indicate certain products’ compliance with relevant group specific ethical values. For instance, whether an autonomous system was produced by sourcing sustainable resources and exclusive use of renewable energy could be indicated by appropriate certificates. A further example is that a smart home robot could be programmed in a way that it only recommends suppliers of kosher food to its Jewish owners.

In addition to the various policy-making instruments explained above, development of technological standards that provide for technical solutions complying with specific regulatory requirements should be considered. For care robots, the employment of an AI design that respects the user’s will as its guiding principle for its operation could be made by compliance with a respective technology standard while a different standard could be developed for a more paternalistic AI system design. Which kind of technology standard is employed could be indicated to users by the reference to a certain certificate. As indicated above, regulators should, in addition, consider the grant of specific monetary incentives to ensure the compliance of AI applications with ethical requirements. Because AI is an emerging new technology, it appears to be a particularly effective to subject the grant of research and development funding to compliance with specific ethical principles.\(^{187}\)

3. The Magic Square of Regulation in Technological Societies

The third reason why AI-governance is a particularly complex and difficult task is that all relevant parameters are directly or at least indirectly interrelated with each other. The increasing use of AI and autonomous systems has a direct impact on humans, society and the environment. Existing jobs may become obsolete,

\(^{185}\) See supra Part II.2.a.bb.

\(^{186}\) See supra Part II.2.a.cc (2).

\(^{187}\) See supra Part II.3.
new jobs arise, there is less social interaction and more man-to-machine communication and more raw materials may be consumed for the increasing construction of machines. At the same time, new technologies call for new business opportunities and thereby can shape new markets or re-shape existing markets. Depending on the nature of the impacts of these new technologies, politics and the state may be called to consider new regulatory actions. Regulation, however, implies a value decision which needs to be made in light of various, sometimes even contradicting, fundamental principles. This includes the principle of competition as a supposed key driver of consumer and public welfare and further fundamental normative principles as expressed in basic rights, constitutional principles and ethics.

Particular difficulties arise because any action or reaction by one of the aforementioned stakeholders can immediately impact the other aspects and stakeholders. Also, regulation can again impact innovation dynamics. However, regulation may foster the development of new technologies and technology-focused business models. As mentioned already, an example referred to above is data privacy regulation, which on the one side restricts the free use of personal data but at the same time incentivizes businesses to develop privacy-by-design solutions and thereby contributes to a high level of data protection. All decisive factors including technology and innovation, politics and state, humans, society, environment, as well as the economy and markets are directly interrelated with each other. Whether new technologies require new or amended regulation needs to be decided in light of this complex reciprocal interdependence taking into account normative considerations regarding fundamental rights, constitutional principles, ethics, and competition theories. This relationship between the affected stakeholders and the principles to be referred to for regulation purposes can, therefore, be best described as a magic square, which is illustrated as follows:

---

188 For the various concerns associated with the increasing use of AI and autonomous systems, see supra Part I.3.
189 See supra Part II.2.a.aa.
Finding the right solution for regulation within this magic square in view of new digital and AI driven technologies is a particular challenge because the technology changes rapidly and we cannot guess where the technology will be in five years. In addition, innovation cycles are typically extremely short in the field of digital technologies including AI and autonomous systems so that regulation is challenging in this field.

C. The Question of When to Regulate

In view of the increasingly shorter innovation cycles, policy-makers also need to deal with the question of when to regulate. Overhasty regulatory actions need to be avoided in order to provide for efficient and effective protection of fundamental rights. At the same time, policy-makers need to make sure that necessary regulation is implemented sufficiently early to avoid new technologies causing irreparable harm. One need only think of the hypothetical situation which humanity would face if there had been forethought of the possible dangers associated with the use of nuclear energy. Had humanity foreseen the considerable nuclear waste created by nuclear power it would have regulated smarter and consequently developed smarter technologies from the beginning. This example should illustrate that thinking of possible dangers and ways to address and avoid these should be the first step before implementing new technologies, particularly in cases such as AI where operating modes and impacts cannot be entirely foreseen. Now is the time to carefully evaluate possible risks and consider ways to
exclude, or at least limit, such risks. In particular, we should consider the precise definition of certain red lines for AI\textsuperscript{190} and consider whether, in view of a sensible application of the precautionary principle, AI algorithms, at least with regard to certain use cases, should be subjected to an appropriate control system.\textsuperscript{191}

**SUMMARY AND OUTLOOK**

The increasing use of AI and autonomous systems will have revolutionary impacts on society. Despite many benefits, AI and autonomous systems involve considerable risks that need to be managed. Minimizing these risks will emphasize the respective benefits while at the same time protecting the ethical values defined by fundamental rights and basic constitutional principles, thereby preserving a human-centric society. This Article advocates for the need to conduct in-depth risk-benefit-assessments with regard to the use of AI and autonomous systems.

This Article points out major concerns in relation to AI and autonomous systems such as possible job losses, causation of damages, lack of transparency, increasing loss of humanity in social relationships, loss of privacy and personal autonomy, potential information biases and the error proneness, and susceptibility to manipulation of AI and autonomous systems. This critical analysis aims to raise awareness on the side of policy-makers to sufficiently address these concerns and design an appropriate AI governance regime with a focus on the preservation of a human-centric society. Raising awareness for eventual risks and concerns should not be misunderstood as an anti-innovative approach. Rather, it is necessary to consider risks and concerns adequately and sufficiently in order to make sure that new technologies such as AI and autonomous systems are constructed and operate in a way that is acceptable for individual users and society as a whole. It is of utmost importance to design a sufficiently protective, forward-thinking and visionary AI governance regime that in addition to potential benefits considers the relevant risks in order to make sure that AI and autonomous systems can be used in an effective and adequate manner to the benefit of humanity.

As a basis for the design of a corresponding visionary AI governance regime, this Article further outlines the various possible policy-making instruments. The variety of such instruments, which policy-makers can make use of, underlines that ethical concerns do not necessarily need to be addressed by legislation or international conventions. Depending on the ethical concern at hand, alternative

---

\textsuperscript{190} See supra Part II.2.a.cc.(2)(a).
\textsuperscript{191} See supra Part II.2.a.cc.(2)(b); note in particular the suggestion made by Smith, *supra* note 80.
regulatory measures such as technical standardization or certification may be preferable. For individual ethical concerns, even bilateral contractual agreements may be sufficient. As suggested herein, an approach to develop a corresponding visionary AI governance regime could be to follow a graded governance model for the implementation of ethical concerns in AI systems. Good AI governance consists of a balanced policy mix with as much legislation as necessary and as much freedom as possible, combined with appropriate certification systems, technology standards and monetary incentives. With regard to the latter, regulators should in particular take their own responsibility seriously and only support research and development compliant with fundamental ethical principles and values.

In view of the AI’s potential revolutionary impact, it is of utmost importance to further raise awareness for the need to consider ethical considerations not only on the side of policy-makers but also on the side of companies and designers of AI and autonomous systems. The IEEE Global Initiative and the World Economic Forum’s projects are the first concrete global approaches. From a legal perspective, more projects should be pursued by additional stakeholders, because ethical concerns are highly diverse in nature. Maintaining ethical diversity is an ethical concern of its own as this ensures the protection of individuality as a core human value. Ethical diversity can, however, only be maintained if policy-makers promote the establishment of different solutions which meet the varied concerns of diverse stakeholders and institutions. At the same time, fundamental and universal ethical values need to be addressed on an international and cross-cultural basis.

Businesses should bear in mind that ensuring ethics compliance for their AI applications will ultimately turn out to be a strong competitive advantage. Ethically aligned products will ultimately be more acceptable to customers. With regard to privacy as one of the core concerns associated with the increasing use of AI, the European Political Strategy Centre expressly pointed out that “by respecting the legitimate right to privacy of users, AI technologies would be more readily accepted by society at large.” This underlines that beyond building a human-centric AI society, due consideration of ethical concerns can turn into an immediate competitive advantage. Regulators and businesses should therefore share a common interest in ensuring that AI and autonomous systems provide a strict and high level of protection of ethical values.

192 EPSC Strategic Notes, supra note 6, at 6.